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Section 6.3: Orthogonal Projections

Theorem: If {u1, . . . ,up} is an orthonormal basis of a subspace W of
Rn, and y is any vector in Rn then

projW y =

p∑
j=1

(
y · uj

)
uj .

And, if U is the matrix U = [u1 · · · up], then the above is equivalent
to

projW y = UUT y.

Remark: Note that the projection doesn’t depend on which basis used
as long as it is an orthonormal basis. But this does raise a question
about how one might obtain an orthonormal basis.
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Section 6.4: Gram-Schmidt Orthogonalization

Question: Given any-old basis for a subspace W of Rn, can we
construct an orthogonal basis for that same space?

Example: Let W =Span{x1,x2} =Span


 1

1
1

 ,
 0
−1
−1

. Find an

orthogonal basis {v1,v2} that spans W .
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Theorem: Gram Schmidt Process
Let {x1, . . . ,xp} be any basis for the nonzero subspace W of Rn.
Define the set of vectors {v1, . . . ,vp} via

v1 = x1

v2 = x2 −
(

x2 · v1

v1 · v1

)
v1

v3 = x3 −
(

x3 · v1

v1 · v1

)
v1 −

(
x3 · v2

v2 · v2

)
v2

...

vp = xp −
p−1∑
j=1

(
xp · vj

vj · vj

)
vj .

Then {v1, . . . ,vp} is an orthogonal basis for W . Moreover, for each
k = 1, . . . ,p

Span{v1, . . . ,vk} = Span{x1, . . . ,xk}.
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Example
Find an orthonormal (that’s orthonormal not just orthogonal) basis for

Col A where A =


−1 6 6
3 −8 3
1 −2 6
1 −4 −3

.
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Section 5.1: Eigenvectors and Eigenvalues1

Consider the matrix A =

[
3 −2
1 0

]
and the vectors u =

[
−1
1

]
and

v =

[
2
1

]
. Plot u, Au, v, and Av on the axis on the next slide.

1We’ll forgo section 6.7 and come back if time allows
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Example Plot
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Eigenvalues and Eigenvectors

Note that in this example, the matrix A seems to both stretch and
rotate the vector u. But the action of A on the vector v is just a
stretch/compress.

We wish to consider matrices with vectors that satisfy relationships
such as

Ax = 2x, or Ax = −4x, or more generally Ax = λx

for constant λ—and for nonzero vector x.
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Definition of Eigenvector and Eigenvalue

Definition: Let A be an n × n matrix. A nonzero vector x such that

Ax = λx

for some scalar λ is called an eigenvector of the matrix A.

A scalar λ such that there exists a nonzero vector x satisfying Ax = λx
is called an eigenvalue of the matrix A. Such a nonzero vector x is an
eigenvector corresponding to λ.

Note that built right into this definition is that the eigenvector x must be
nonzero!
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Example

The number λ = −4 is an eigenvalue of the matrix matrix

A =

[
1 6
5 2

]
. Find the corresponding eigenvectors.
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Eigenspace

Definition: Let A be an n × n matrix and λ and eigenvalue of A. The
set of all eigenvectors corresponding to λ together with the zero
vector—i.e. the set

{x ∈ Rn | and Ax = λx},

is called the eigenspace of A corresponding to λ.

Remark: The eigenspace is the same as the null space of the matrix
A− λI. It follows that the eigenspace is a subspace of Rn.
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Example

The matrix A =

 4 −1 6
2 1 6
2 −1 8

 has eigenvalue λ = 2. Find a basis for

the eigenspace of A corresponding to λ.
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