February 19 Math 3260 sec. 51 Spring 2020

Section 2.3: Characterization of Invertible Matrices
The following are equivalent:
a) Ais invertible.
b) Ais row equivalent to /,.
c) Ahas n pivot positions.

d) Ax = 0 has only the trivial solution.

(
(
(
(
(e) The columns of A are linearly independent.
(f) The transformation x — Ax is one to one.

)
)
)
)
)
(9) Ax = b is consistent for every b in R".
(h) The columns of A span R".
)
)
)
)

i) The transformation x — Ax is onto.

(
(j) There exists an n x n matrix C such that CA = I.
(k) There exists an n x n matrix D such that AD = /.

(I

AT is invertible.
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Invertible Linear Transformations

Definition: A linear transformation T : R” — R" is said to be
invertible if there exists a function S : R" — R” such that both

S(T(x))=x and T(S(x))=x

for every x in R".

If such a function exists, we typically denote it by

S=T1".
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Theorem (Invertibility of a linear transformation and its
matrix)

Let T : R” — R" be a linear transformation and A its standard matrix.

Then T is invertible if and only if A is invertible. Moreover, if T is
invertible, then

T7'(x) = A 'x
for every x in R".
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Example

Use the standard matrix to determine if the linear transformation is
invertible. If it is invertible, characterize the inverse transformation.

T:R2 — R givenby T(x1,x2) = (3x1 — Xx2,4x).
Calling Hre Slonderd  maven A
n- [TED @) )

T(e) T () = (-0, y-6) = (3,0d)

T@@) = T (o, ) = (30- \JQ-\B = (-,

The dolenn ot
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February 17, 2020 4/33



—_—

—\
\ S iy ar\—\o\ﬁ( A \ (})6) = e

<o

February 17,2020  5/33



Example

Suppose T : R" — R" is a one to one linear transformation. Can we

determine whether T is onto? Why (or why not)?
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Section 3.1: Introduction to Determinants

Recall that a 2 x 2 matrix is invertible if and only if the number called
its determinant is nonzero. We had

ain agpe

det [
a1 a2

] = at1dp2 — dz1aj2.
We wish to extend the concept of determinant to n x n matrices in
general. And we wish to do so in such a way that invertibility holds if

and only if the determinant is nonzero.
F"’— e Ay A (S‘ﬂoo\,.e_ ) (H\a_ C\—Q—S\‘e-(\ AN ﬁw\.\' o

T
.&*(k\ e kA or | A
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Determinant 3 x 3 case:

Suppose we start with a 3 x 3 invertible matrix. And suppose that

a1 # 0. We can multiply the second and third rows by a;1 and begin
row reduction.

an a2 a3 aiq a2 a3
apq dop a3 | ~ | @11der auidaze ay1des |
azy az2 ass ai1d31 daiy1dasz2 ay1dss

ai a2 aiss

0 ay1ax2 — aipd21 ar1823 — @138zt
0 ayra32 — a2a31  ar1833 — 13831
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Determinant 3 x 3 case continued...

ai a2 a3
0 ay1ax2 — aipaz ar18z3 — @38zt
0 ayr1a32 — a2a31  ar1833 — 13831

If A~ I, one of the entries in the 2,2 or the 3, 2 position must be
nonzero. Let's assume it is the 2, 2 entry. Continue row reduction to get

aiy arz ar
A~ 0 ay1ax — aipa21 ar18z3 — a3dz1 | -
0 0 ai

Again, if A is invertible, it must be that the bottom right entry is
nonzero. That is

A 0.
Note that if A = 0, the rref of A is not /I—A would be singular.
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Determinant 3 x 3 case continued...

With a little rearrangement, we have

A = ay1(axass — aspass) — aiz(as1ass — agzast) +
+ aiz(as1as2 — axpast)

a a a a a a
= ayqdet |: 22 =23 :| — ajodet |: 21 23 :| + ayzdet |: 21 22 :|
az2 ds3 31 ass az1 asp

The number A will be called the determinant of A.
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Definitions: Minors

Let n> 2. For an n x n matrix A, let A; denote the (n—1) x (n—1)
matrix obtained from A by deleting the i row and the j column of A.

For example, if

rE o
A= then Aoz = -2 1 2 |.
-2 1 7 2 3 0 6

3 0 -1 6

Definition: The /, /%’ minor of the n x n matrix A is the number

M; = det(A;).

February 17, 2020 12/33



Definitions: Cofactor

Definition: Let A be an n x n matrix with n > 2. The i, ji cofactor of
A is the number

Cj = (—1)"M;.

Example: Find the three minors M;4, M;2, M;3 and find the 3 cofactors
Ci1, C12, Cy3 of the matrix

For M , wee need A\\
ayy a2 as a
A= |:321 aso 823] . Al\ - [O\Lz 23]
d31 ds2 4ass Q3. Ggs

| Mk\ :M(AA\B: O‘zz 0‘3’5 - a32Q23
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(Example Continued...) |G

ayy a2 as

dzt d2 a3 |- Tee M e nesd A
as1 dasz ass

>
I

M- dr(A )" 0, ,Qs3 = Gz, Q.=

Core 5 e = - (0 Bax =03, Gag

Cg O‘Z‘LJ
Yor Y\,g) Wl neo d J\\Z - Cay G332
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1+73
Cl3 = ("l) M(g = &2) QBL - Q?\ O“ZZ
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Observation:

Comparison with the determinant of the 3 x 3 matrix, we can note that

a a a a a a
A = ayq1det 22 <23 :| — ajodet |: 21 23 :| + ayzdet |: 21 22 :|
az2 ds3 31 ass az1 asp

= a11C11 + a2Cr2 + @13C13
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Definition: Determinant

For n > 2, the determinant of the n x n matrix A = [g;] is the number

det(A) = a11Cy1+ an2Ci2+---+ ainCiy

n

= ) (—1)"ayMy

j=1

(Well call such a sum a cofactor expansion.)
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Example: Evaluate the determinant

-1 3 0

A=| -2 1 2
3 0 6
L T Ea *O%[—z \]

der(B) = 1) 5 < 3 ‘ 3 o

Sy (\.Q)_o-z> - 3<—z-(o —3'2) + O« (-Z-D ‘3‘\>

M(A): Q. CH h 0‘2 CIZ At Q,3 C|~3

S I R AL
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Theorem:

The determinant of an n x n matrix can be computed by cofactor
expansion across any row or down any column.

Example: Find the determinant of the matrix
-1 3 4 0 e

Cen do o Co—‘-—ac)nr"
A= 02 ? _23 g s ponsion cCross P
3 0 71 6 2(“\3 (o |

o D) = Cav Coy £ Gan Cav t G2z Cpuy t Oan Czu,

° Oz sz
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2+73 -1 3 @)
Cys = CID Y S U = (D (u%) =Yg
©

Ax (B) = -3(-48) = Juy
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