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Section 1.5: Solution Sets of Linear Systems

We considered the homogeneous system

3x1 + 5x2 − 4x3 = 0
−3x1 − 2x2 + 4x3 = 0
6x1 + x2 − 8x3 = 0

and found the solutions could be described in parametric vector form

x = t

 4
3
0
1

 , −∞ < t <∞

This includes both the trivial solution (x = 0 when t = 0) as well as
nontrivial solutions (x 6= 0).
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Nonhomogenous Systems

We then solved the following nonhomogenous system

3x1 + 5x2 − 4x3 = 7
−3x1 − 2x2 + 4x3 = −1
6x1 + x2 − 8x3 = −4

and found that the solutions could be described in parametric vector
form

x =

 −1
2
0

+ t

 4
3
0
1

 , −∞ < t <∞

We observe that this has the form x = p + tv where v was the solution
to the associated homogeneous equation (one with the same left hand
side).
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Theorem

Suppose the equation Ax = b is consistent for a given b. Let p be a
solution. Then the solution set of Ax = b is the set of all vectors of the
form

x = p + vh,

where vh is any solution of the associated homogeneous equation
Ax = 0.

We can use a row reduction technique to get all parts of the solution in
one process.
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Example
Find the solution set of the following system. Express the solution set
in parametric vector form.

x1 + x2 − 2x3 + 4x4 = 1
2x1 + 3x2 − 6x3 + 12x4 = 4
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Section 1.7: Linear Independence

We already know that a homogeneous equation Ax = 0 can be
thought of as an equation in the column vectors of the matrix
A = [a1 a2 · · · an] as

x1a1 + x2a2 + · · · xnan = 0.

And, we know that at least one solution (the trivial one
x1 = x2 = · · · = xn = 0) always exists.

Whether or not there is a nontrivial solution gives us a way to
characterize the vectors a1, . . . ,an.
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Definition: Linear Dependence/Independence

An indexed set of vectors {v1,v2, . . . ,vp} in Rn is said to be linearly
independent if the vector equation

x1v1 + x2v2 + · · · xpvp = 0

has only the trivial solution.

The set {v1,v2, . . . ,vp} is said to be linearly dependent if there exists
a set of weights c1, c2, . . . , cp at least one of which is nonzero such that

c1v1 + c2v2 + · · · cpvp = 0.

(i.e. Provided the homogeneous equation posses a nontrivial solution.)

An equation c1v1 + c2v2 + · · · cpvp = 0, with at least one ci 6= 0, is
called a linear dependence relation.
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Special Cases
A set with two vectors {v1,v2} is linearly dependent if one is a scalar
multiple of the other.
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Example

Determine if the set is linearly dependent or linearly independent.

(a) v1 =

[
2
4

]
, v2 =

[
−1
−2

]

(b) v1 =

[
2
4

]
, v2 =

[
−1
2

]
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More than Two Vectors

Theorem: The columns of a matrix A are linearly independent if and
only if the homogeneous equation Ax = 0 has only the trivial solution.
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Example
Determine if the set of vectors is linearly dependent or independent. If
dependent, find a linear dependence relation.

(a)




2
3
0
0

 ,


0
0
2
1

 ,


1
0
3
3



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Determine if the set of vectors is linearly dependent or independent. If
dependent, find a linear dependence relation.

(b)




2
3
0
0

 ,


0
0
2
1

 ,


1
0
3
3

 ,


0
1
2
0



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Theorem

An indexed set of two or more vectors is linearly dependent if and only
if at least one vector in the set is a linear combination of the others in
the set.

Example: Let u and v be any nonzero vectors in R3. Show that if w is
any vector in Span{u,v}, then the set {u,v,w} is linearly dependent.
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Caveat!
A set may be linearly dependent even if all proper subsets are linearly
independent. For example, consider

v1 =

 1
0
0

 , v2 =

 1
1
0

 , and v3 =

 0
1
0

 .

Examine each set {v1,v2}, {v1,v3}, {v2,v3}, and {v1,v2,v3}.
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Two More Theorems

Theorem: If a set contains more vectors than there are entries in each
vector, then the set is linearly dependent. That is, if {v1,v2, . . . ,vp} is
a set of vector in Rn, and p > n, then the set is linearly dependent.

Theorem: Any set of vectors that contains the zero vector is linearly
dependent.
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Determine if the set is linearly dependent or linearly
independent

(a)


 1

2
−1

 ,

 3
3
−5

 ,

 0
1
−1

 ,

 2
3
3


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Determine if the set is linearly dependent or linearly
independent

(b)




2
2
2
0

 ,


0
0
0
0

 ,


2
4
−8
1

 ,


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Determine if the set is linearly dependent or linearly
independent

(c)




1
1
−1
−1

 ,


−2
−2
2
2



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