February 6 Math 3260 sec. 55 Spring 2018

Section 1.8: Intro to Linear Transformations

Recall that the product Ax is a linear combination of the columns of
A—turns out to be a vector. If the columns of A are vectors in R, and
there are n of them, then

» Ais an m x n matrix,
» the product Ax is defined for x in R”, and
» the vector b = Ax is a vector in R™.

So we can think of A as an object that acts on vectors x in R” (via the
product Ax) to produce vectors b in R,
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Transformation from R to R™

Definition: A transformation T (a.k.a. function or mapping) from R"
to R™ is a rule that assigns to each vector x in R” a vector T(x) in R,

"
Some relevant terms and notation include . I\o& %
» R” is the domain and R" is called the codomain.
» For x in the domain, T(x) is called the image of x under T.
» The collection of all images is called the range.

» The notation T : R" — R™ may be used to indicate that R” is the
domain and R™ is the codomain.

» If T(x) is defined by multiplication by the m x n matrix A, we may
denote this by x — Ax. 0
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Matrix Transformation Example
1 3
LetA=| 2 4
0 -2
mapping T(x) = AxX.

(a) Find the image of the vector u = [

. Define the transformation T : R?2 — R3 by the

3 ] under T.
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1 3
A=12 4
0 -2
—4
(b) Determine a vector x in R? whose image under Tis | —4 |.
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1 3
A=12 4
0 -2

1
(c) Determine if { 0 ] is in the range of T.
1
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Linear Transformations

Definition: A transformation T is linear provided

(i) T(u+v) = T(u)+ T(v) for every u.v in the domain of T, and

(i) T(cu) = cT(u) for every scalar ¢ and vector u in the domain of T.

Every matrix transformation (e.g. x — AX) is a linear transformation.
And it turns out that every linear transformation from R” to R™ can be
expressed in terms of matrix multiplication.
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A Theorem About Linear Transformations:

If T is a linear transformation, then

T(cu+dv) =cT(u)+dT(v)

for scalars ¢, d and vectors u.v.

And in fact

T(ciuy + coup + -+ ckuk) = ¢ T(Ug) + 2T (u2) + - - - + ¢ T (uk).
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Example

Let r be a nonzero scalar. The transformation T : R2 — R? defined by

is a linear transformation’.
Show that T is a linear transformation.

(e e d o Shes o for e ccl f"/% n
Coar €, TR = TENFTEY =9

T( (_Jl/\.\ < C_T(-C\)

W:‘ o~d

T(o+d) - r(_a_(;j,} otV = TR TR

'It's called a contraction if 0 < r < 1 and a dilation when r > 1
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Figure: Geometry of dilation x — 2x. The 4 by 4 square maps to an 8 by 8
square.
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Section 1.9: The Matrix for a Linear Transformation
Elementary Vectors: We'll use the notation e; to denote the vector in
R" having a 1 in the /" position and zero everywhere else.

e.g. in R? the elementary vectors are

e1:[(1)}, and 92:|:?:|,

in R3 they would be

1 0 0
et=]10], e= 1 , and e3=|0
0 0 1

and so forth.

Note that in R”, the elementary vectors are the columns of the identity
In.
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Matrix of Linear Transformation

Let T : R? — R* be a linear transformation, and suppose

0 1
1

T(e1) = _o | and T(eZ) = 1
4 6

Use the fact that T is linear, and the fact that for each x in R? we have

T(x) = Ax forevery x e R2

February 6, 2018 14 /39



T(e1) = _ y and T(e2) = 1
4 6
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Theorem

Let T : R" — R™ be a linear transformation. There exists a unique
m x n matrix A such that

T(x) = Ax forevery xeR".

Moreover, the j column of the matrix A is the vector T(e;), where e is
the j column of the n x n identity matrix /,. That is,

A=[T(er) T(es) - T(en)].

The matrix A is called the standard matrix for the linear
transformation T.
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Example

Let T : R? — R? be the scaling trasformation (contraction or dilation
for r > 0) defined by

T(x) = rx, for positive scalar r.

Find the standard matrix for T. o
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Example

Let T : R? — R? be the rotation transformation that rotates each point
in R? counter clockwise about the origin through an angle ¢. Find the

standard matrix

T(92)//i1-<—__\\ g
i ™ "Q )
/ STl (G
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/ 9 i \
f
y -—/=> -
}1 15 L (:B T \ (C\\ )
| ' : /} o
: /
\\ 05 o
R // "(.: X R
\\\ // \ Cl .
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?fm (Calgee), 5 (The))
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