June 15 Math 2306 sec 52 Summer 2016

Section 5: First Order Equations Models and Applications

We derived several mathematical models involving first order ODEs.
» Exponential growth (k > 0) or decay (k < 0): 92 = kP
» RC-series circuit for charge g: R% + @q = E
» LR-series circuit for current i: L% +Ri=E
» Mixing problem for amount of some substance A:

dA .
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A Nonlinear Modeling Problem

A population P(t) of tilapia changes at a rate jointly proportional to the
current population and the difference between the constant carrying

capacity* M of the environment and the current population. Determine
the differential equation satsified by P.
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*The carrying capacity is the maximum number of individuals that the environment
can support due to limitation of space and resources.
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Logistic Differential Equation
The equation P

o =kP(M—-P), k,M>0
is called a logistic growth equation.
Solve this equation’ and show that for any P(0) # 0, P — M as t — oc.

L Ploy= P, S ol “4'\ 5{610»\0\;}{ egn.
df
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p(M-P) Ldv = YP(N-PB f

"The partial fraction decomposition

11
PM—-P) M\P M-P
is useful.
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Section 6: Linear Equations Theory and Terminology

Recall that an n order linear IVP consists of an equation

dn gn-1 d
an(x )dx};Jran 1(X)d n— }1/+"'+a1(x)d%(/+30(x)y:g()()

to solve subject to conditions

yxo0)=Yo, Y0)=x1, v YD (x0) = yns.

The problem is called homogeneous if g(x) = 0. Otherwise it is called
nonhomogeneous.
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Theorem: Existence & Uniqueness

Theorem: If ay, ..., a, and g are continuous on an interval /,

an(x) # 0 for each x in I, and xg is any point in /, then for any choice of
constants yp, ..., ¥n_1, the IVP has a unique solution y(x) on /.

Put differently, we’re guaranteed to have a solution exist, and it is the
only one there is!
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Example
Use only a little clever intuition to solve the IVP

y'+38y' =2y =0, y(0)=0, y'(0)=0

Tk‘\g [ hbMOg{,NOLAS‘ u-'l QZ(X)D\) Q,(x) = 3) 0,00 =2
A\ One  (on¥noLS 0w (-po‘Po) ond o\zu) +0 for 000 %

£ 00 b B x, a yime =2 OO
Aed 4" 43y 2252 043.0-20 =0,
By umguems yoazo € The only ssldhon Ho
Yhe WP
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A Second Order Linear Boundary Value Problem

consists of a problem

a? d
a(x )dx}g/+a1( )dfiJrao(X)y:g(x), a<x<b

to solve subject to a pair of conditionst

y(@) =y, y(b)=y.

However similar this is in appearance, the existence and uniqueness
result does not hold for this BVP!

tQOther conditions on y and/or y’ can be imposed. The key characteristic is that
conditions are imposed at both end points x = aand x = b.
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BVP Examples

All solutions of the ODE y” + 4y = 0 are of the form

y = ¢1c0s(2x) + ¢ sin(2x).

Solve the BVP

1" _ E _ E _
y'+4y=0, 0<x<7 y(0)=0, y(4) 0.

Y= G os(2) t ¢, 5unl2x)
Y®=0 B 0% CGs(0)t ¢ Sa(0)

(O C. (\) “+ C_L(o) =) C\_‘O
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BVP Examples
Solve the BVP
y'+4y=0, 0<x<m y(0)=0, y(r)=0.

g: G Gos(2x) + ¢, Sin(2x)

Ylozo 2 0= 0 Cos(Dd+S0) = C=0

gm=o = 0= G Salzw)=¢,-0

0=0 /¢ A -Fur all. Cop
"E G, Sn(zx) ¥ & solwhon  For on~y reel nwahe. Co

The B\LP \‘M 'w\(:\n'\\-d) Mo SolMions .
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BVP Examples
Solve the BVP

y'+4y =0, O<x<m y(0)=0, y(r)=1.

\6-” C Cos(Zx\ v C-,,g'\-\(?-)c) ond  asg \u,c'ong Yy(m=o =2 (=0,

Ylm= L 2 1=¢.6n ('ZTV\B =(0
=0 thu s fale for o G

Tk\s B\JP hos no Se\u\,‘\'lm\s.
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Homogeneous Equations

We’ll consider the equation
dnf1y dy
W+---+a1(x)a+ao(x)y:0

and assume that each a; is continuous and a,, is never zero on the
interval of interest.

an() 2 4 ap ()

Theorem: If yq, v», ..., ¥k are all solutions of this homogeneous
equation on an interval /, then the linear combination

y(x) = ciy1(x) + coy(X) + - - + Ck¥k(X)

is also a solution on / for any choice of constants ¢, .. ., Cx.

This is called the principle of superposition.
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Corollaries

(i) If y4 solves the homogeneous equation, the any constant multiple
y = cyy is also a solution.

(i) The solution y = 0 (called the trivial solution) is always a solution
to a linear, homogeneous equation.

Big Questions:
» Does an equation have any nontrivial solution(s), and

» since y; and cy; aren’t truly different solutions, what criteria will be
used to call solutions distinct?
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Linear Dependence

Definition: A set of functions fi(x), f(x), ..., f,(x) are said to be
linearly dependent on an interval / if there exists a set of constants
¢y, Co,...,Cn With at least one of them being nonzero such that

Cif(X) + Cafo(X) + - + Cafp(x) =0 forall xin /.

A set of functions that is not linearly dependent on / is said to be
linearly independent on /.

Now: seag @l €S 4 3o | e com alonys mela
Fa dyx cde ok dhe eagotion o, I Fhe only
wey Fo gtk o if for A (=0, he fuadions

wre  lingerly \\/\é-P_PLV\AEV\,k‘

pEE———

June 14,2016 26/ 64



Example: A linearly Dependent Set

The functions f;(x) = sin® x, (x) = cos? x, and f3(x) = 1 are linearly
dependent on | = (—o0, 00).

Con L AN G,G ¢ nor &\ 30 cuda Yok

G\ ‘€|(x) + C, ‘pz () 1 1"\3(\() =0 for 09 ¥ m (.po'po)?

C, Swtx + Cy Gocx + ¢\ =0

S-;V\(-Q S.‘QZXTCOJZXZ\ i ‘\"’\4-; C‘:CI ) (8:_6\
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Example: A linearly Independent Set

The functions f;(x) = sin x and f>(x) = cos x are linearly independent
on | = (—o0, 0).

Con wt Showw Yhed G 10 +c,v~azo<) o e o X

VS ou\: PoSC‘\\zL[ \<‘; C,= 0 0_’£ C‘L-"O?

[\\)nfl&—\ ¥

C.SAX + € Cosx =0  fon el red X
Sina |F\f¥é‘h~u 'pw‘ G-Q-l recl X’ \&"S %g,.l. wan X=0 )

CSnO+GCsO =0
C@D¥eny:=:0 = =0
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Determine if the set is Linearly Dependent or

Independent T = (o0, o)

CN\ Lt ‘(\-}r\é C\,C:) (s not o2 30 suck ‘\"\l\o\'
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Definition of Wronskian

Let fi, o, ..., f, posses at least n — 1 continuous derivatives on an
interval /. The Wronskian of this set of functions is the determinant

f b -y

fl £

W(fi by D)) = | S
f1(”_1) f2(n—1) frgn—1)

(Note that, in general, this Wronskian is a function of the independent
variable x. )
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Recall Determinants

For a 2 x 2 matrix a b':ad—bc.
c d

Using a cofactor expansion (across the top row for illustration),

a1 a2 a3
a1 dpp dao3 | =
as1 das2 ass

oo az3
az2 4ass

ds1  ag3
as1 ass

a1 a2
as1 asz

= ait
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Determine the Wronskian of the Functions

fi(x) =sinx, f(x)=cosx

a :P‘,,\L\-,QV\SJ t..)g‘,\\ \,\M C 2x2 MeERNANE

4&\. () ?, (%)
W (¢, 60 =
{:, (x -&.(y)
2| Sinx Cos X
Cosx -Siax
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X Sy ('S'V‘x) - Gsx (Cux)

< —Q\nz)( - C‘"zx
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Determine the Wronskian of the Functions

f1(X):X27 f2(X):4X7 fS(X):X_XZ

'3r(’w\u\(o«-s‘ u\{\\ ot @ '3)(3 Ma&"\y‘
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:'%X’L‘PBV - Qx + Byt
=0

\0\)(&) cz, -(\3\ (w) = (0]
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Theorem (a test for linear independence)

Let fy, 6, ..., f, be n— 1 times continuously differentiable on an interval
1. If there exists xp in / such that W(fy, f,, ..., f,)(X0) # 0, then the
functions are linearly independent on /.

If 1, ¥o, ..., yn are n solutions of the linear homogeneous n' order
equation on an interval /, then the solutions are linearly independent
on /if and only if W(ys, o, ..., ¥n)(x) # O forS each x in /.

$For solutions of one linear homogeneous ODE, the Wronskian is either always

zero or is never zero.
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