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Section 4.5 (& 4.6): Chebyshev Polynomials

We were considering the choice of nodes used for polynomial
interpolation and the error contribution resulting from the way the
nodes are distributed. For the moment, we restrict attention to data
{(xi , yi) | − 1 ≤ xi ≤ 1}. We defined the Chebyshev polynomials:

Definition: For an integer n ≥ 0 define the function

Tn(x) = cos
(

n cos−1(x)
)
, −1 ≤ x ≤ 1.

It can be shown that Tn is a polynomial of degree n. It’s called the

Chebyshev Polynomial of degree n.
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Recursion Relation
It is readily verified by direct computation that T0(x) = 1 and T1(x) = x .

Then for n ≥ 1, some straightforward applications of the sum of angles
formula for the cosine yields the recursion relation

Tn+1(x) = 2xTn(x)− Tn−1(x).

From this, we can generate a list

T2(x) = 2x2 − 1
T3(x) = 4x3 − 3x
T4(x) = 8x4 − 8x2 + 1
T5(x) = 16x5 − 20x3 + 5x

...
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The Modified Chebyshev Polynomials

It can be shown that

Tn(x) = 2n−1xn + lower power terms.

We define the monic polynomials called the modified Chebyshev
polynomials by

T̃n(x) =
1

2n−1 Tn(x).

Note that this scaling does not change the location of the roots. That
is, T̃n has the same zeros as Tn.
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Minimum Size Property

The property most useful to our purpose of minimizing error is given in
the following theorem:

Theorem: Let n ≥ 1 be an integer. Of all monic polynomials on the
interval [−1,1], the one with the smallest maximum value is the
modified Chebyshev polynomial T̃n(x). Moreover

|T̃n(x)| ≤ 1
2n−1 for all − 1 ≤ x ≤ 1.

This result suggests that whenever possible, we choose the
polynomial Ψn(x) in our error theorem to be the modified
Chebyshev polynomial T̃n+1(x). This only requires the nodes to
be the roots of Tn+1.
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Chebyshev Nodes

To interpolate f (x) on the interval [−1,1] by Pn(x), the error is
minimized by choosing the Chebyshev nodes (roots of Tn+1(x))

xj = cos
(

(2j + 1)π

2(n + 1)

)
, j = 0,1, . . .n.

The resulting error bound is

|f (x)− Pn(x)| ≤ L
2n , where L = max

−1≤x≤1

∣∣∣∣∣ f (n+1)(x)

(n + 1)!

∣∣∣∣∣
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Error Reduction

Figure: The maximum error using equally spaced nodes is 3.2214 whereas
the maximum error using the Chebyshev nodes is 0.1090. March 4, 2016 6 / 57



Example
Consider using P4 to approximate the function f (x) = ln(2 + x) over
the interval [−1,1]. Determine the error minimizing nodes, and find a
bound on the error |f (x)− P4(x)| based on this choice of nodes.
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Intervals Other than [−1,1]

The Chebyshev nodes are in the interval [−1,1]. What if a function
f (x) is to be approximated on an interval [a,b] different from [−1,1]?

Let a ≤ x ≤ b. Find a formula in the form of a line for a new variable t
such that −1 ≤ t ≤ 1. (That is, write t = mx + b.)
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Figure: Line through points (a,−1) and (b,1).
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Intervals Other than [−1,1]

Solve for x in terms of t from t =
2

b − a
(x−a)−1.
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Intervals Other than [−1,1]

For f (x) defined on [a,b], set

t =
2

b − a
(x − a)− 1

Then −1 ≤ t ≤ 1, and we can use the Chebyshev nodes for t . We
perform the interpolation for

g(t) = f
(

b − a
2

(t + 1) + a
)
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Intervals Other than [−1,1]

for g(t) = f
(

b − a
2

(t + 1) + a
)

Show that g′(t) =

(
b − a

2

)
f ′(x).
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Error Formula for Intervals Other than [−1,1]

If (translated) Chebyshev nodes are used to approximate f (x) on [a,b]
by the interpolating polynomial Pn(x), then the error

|f (x)− Pn(x)| ≤
(

b − a
2

)n+1 L
2n ,

where L = max
a≤x≤b

∣∣∣∣∣ f (n+1)(x)

(n + 1)!

∣∣∣∣∣
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Example Finding Shifted Nodes

Let 1 ≤ x ≤ 2. Determine the shifted Chebyshev nodes for use with P3.
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Example Bounding Error on [a,b]
Let f (x) = tan−1(x) on the interval [0,1]. Suppose we wish to
interpolate f (x) using P2(x). Determine the translated Chebyshev
nodes. And find a bound on the error when these nodes are used.
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Example Continued...1

1It’s helpful to note that
d3

dx3 tan−1 x =
6x2 − 2
(x2 + 1)3

which is increasing on [0, 1].
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