October 24 Math 3260 sec. 58 Fall 2017

Recall the Law of Cosines

For triangle with angles A, B, C and opposite sides of lengths a, b, and

c, respectively,
c® = & + b? — 2abcos(C)
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Geometry of the Dot Product

)

u
Quest 2l
Figure: We can use the law of cosines to show that in R? that u - v is related

to the angle between the two (nonzero) vectors. This holds in R"”. We’re just
restricting n to 2 for ease of computation.
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Section 6.2: Orthogonal Sets

Remark: We know that if B = {by,..., by} is a basis for a subspace
W of R", then each vector x in W can be realized (uniquely) as a sum

X = cibs + - - + cpbp.

If nis very large, the computations needed to determine the
coefficients ¢y, ..., ¢, may require a lot of time (and machine memory).

Question: Can we seek a basis whose nature simplifies this task?
And what properties should such a basis possess?
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Orthogonal Sets

Definition: An indexed set {uy,...,up} in R" is said to be an
orthogonal set provided each pair of distinct vectors in the set is
orthogonal. That is, provided

ui-u;=0 whenever j#j.

-

\ U, W,

Example: Show that the set { {

3

1

1

orthogonal set. "

7 -fA,_'- R+ Y+ () = -3+42«\ =0

—_ =

W U T ) 4 () +1 (37 3=+ -0

October 18, 2017

7147



O, Tg= ()« 26 +1(3) = \-8+3F =0
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Orthongal Basis

Definition: An orthogonal basis for a subspace W of R" is a basis
that is also an orthogonal set.

Theorem: Let {uy,...,up} be an orthogonal basis for a subspace W
of R". Then each vector y in W can be written as the linear
combination

Yy = CiUy + CoUz + - - - + CpUp, Where the weights

_yy

ci = .
1 Ty
u; - u;
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Example

3 1 1
{ { 11, { 2 ] , ! —4 ] } is an orthogonal basis of R3. Express
1 1 7
=)

™, U, [ -2 ] Ug
thevectory=| 3

as a linear combination of the basis vectors.
0

5 = A +49 =
“Glnl-_ 41+\ = S lers e = 6T\ 1+ b+48 = (G

—‘5"7‘: -2()+3yto = -3

-

9 Uy s LY 43() 10 =B

>

3.33 < z2(n+73L4) = -0
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Projection

Given a nonzero vector u, suppose we wish to decompose another
nonzero vector y into a sum of the form

y=y+z
in such a way that y is parallel to u and z is perpendicular to u.
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Projection
Since y is parallel to u, there is a scalar « such that
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Projection onto the subspace L =Span{u}

Notation: y = projFré: (%) u

Example: Lety = [ ! } andu = [ 4

6 2
Span{u} and z is orthogonal to u.

= 2 - . -2
L Qg duxbla W C T lhx

N
R Nt yrt+2 "t

3-5-490 1) 1) H

].Writey:9+zwhere9isin
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Example Continued...
Determine the distance between the point (7,6) and the line Span{u}.

The diskenw vs 020

B - e 2 2
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Orthonormal Sets

Definition: A set {uy,...,up} is called an orthonormal set if it is an
orthogonal set of unit vectors.

Definition: An orthonormal basis of a subspace W of R" is a basis
that is also an orthonormal set.

3 4
5 ~5
Example: Show that , is an orthonormal basis for
4 3
5 5
R2. U, W,
IR WL AN
G fat‘ ‘s’(‘o* 1 (53 0 AN (’J)’-_ et
nr:z\\-.(-{)* 3 57 7
e, () e —
A (f + (f) = S0 The s 38 scManornal,
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Orthogonal Matrix

_4
3 ] whose columns are the vectors in
5

the last example. Compute the product

Consider the matrix U =

ollholw

| 0

S
L

u'u .

o

BV

Nnw w|=

N ES

no  wni<
o

- -\
\
This Sheos ot U =0
What does this say about U~'?
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Orthogonal Matrix

Definition: A square matrix U is called an orthogonal matrix if
ur=u-.

Theorem: An n x n matrix U is orthogonal if and only if it's columns
form an orthonormal basis of R".

The linear transformation associated to an orthogonal matrix
preserves lenghts and angles in the following sense:
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Theorem: Orthogonal Matrices

Let U be an n x n orthogonal matrix and x and y vectors in R". Then
(@) [Ux]| = [}x]|

(b) (Ux)-(Uy) = x-vy,in particular

(c) (Ux)-(Uy) = Oifandonlyifx-y = 0.
Proof (of (a)):
sl (u&\'((ﬁ\ Dy debnhen ok Al

Lt eﬂéu\d.
*(wy) (ux)
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