October 3 Math 3260 sec. 58 Fall 2017

Section 4.2: Null & Column Spaces, Linear Transformations
Definition: Let A be an m x n matrix. The null space of A, denoted by
Nul A, is the set of all solutions of the homogeneous equation Ax = 0.

That is
NulA = {x e R" | Ax = 0}.

Theorem: For m x n matrix A, Nul A is a subspace of R".

We saw that we can describe Nul A explicitly by finding a spanning set,
and that this can be determined from the rref of A.
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Column Space

Definition: The column space of an m x n matrix A, denoted Col A,
is the set of all linear combinations of the columns of A. If
A=Ja; --- ap|,then

ColA = Span{ay,...,an}.

Note that this corresponds to the set of solutions b of linear equations
of the form Ax = b! That is

ColA={b e R™| b = Ax for some x € R"}.
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Theorem

The column space of an m x n matrix A is a subspace of R™.
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Corollary: Col A= R" if and only if the equation Ax = b has a solution
for every b in R™.
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Example
Find a matrix A such that W = Col A where

6a—b
W= a+b |labeR,.
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Example

2 4 -2 1
A=| -2 -5 7 3
3 7 -8 6
(a) If Col A is a subspace of R, what is k?

=3

(b) If Nul A is a subspace of R¥, what is k? =Y

> Y
A;() Qﬁo‘\"'(f Y m - ),‘ J-Q(\Mé.
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Example Continued...

2 4 -2 1 _32
A=| -2 -5 7 8|, and u= 1
3 7 -8 6 0

(¢) Is uin Nul A? Could u be in Col A?
B Comrd bedn QA swme s Boad GOA S
7 -
o Sulhspect o R v b e o A"M
. .
Ac.- XX#B . i‘.{ ok NGA

3
3

September 29, 2017 7 /50



Example Continued...
2 4 -2 1 3
A=| -2 -5 7 38|, and v=| -1
3 7 -86
(c) Is vin Col A? Could v be in Nul A?
<, Conn N3 \x'\w N‘-LA ' I ‘l‘c}
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Linear Transformation

Definition: Let V and W be vector spaces. A linear transformation

T :V — Wis arule that assigns to each vector x in V a unique
vector T(x) in W such that

(i) T(u+v)= T(u)+ T(v) for every u,vin V, and
(i) T(cu) =cT(u) for every uin V and scalar c.
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Example

Let C'(R) denote the set of all real valued functions that are

differentiable and C°(R) the set of all continuous real valued functions
Note that differentiation is a linear transformation. That is

D:C'(R) — C°(R), D(f)=f*
satisfies the two conditions in the previous definition.

For g in C(R), ceell 2 (fene gua) = F2¢39

Thov D (feg) = .(3‘*3‘ < FD(”*D(‘bB .

1
Simlerly %(Cf(x]) 2 of'hy , wew D)= ot - c'D((:):
Characterize the subset of C'(R) such that Df = 0.£ 1+ Ei ﬁ:” ‘f’:;“
T\I\" 3 'h\.l S OG Cmg\.w)«— '(bn d—l;“y v ((“

\F(x)—_\L cbf‘ al x
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Range and Kernel

Definition: The range of a linear transformation 7 : V — W is the
set of all vectors in W of the form T(x) for some x in V. (The set of all
images of elements of V.) For W( nolix podud (o A, AINYS

woocod A

Definition: The kernel of a linear transformation 7 : V — W is the
set of all vectors x in V such that T(x) = 0. (The analog of the null
space of a matrix.)

Theorem: Given linear transformation T : V — W, the range of T is
a subspace of W and the kernel of T is a subspace of V.
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Example
Consider T : C'(R) — C°(R) defined by

df

T(f) = ax + af(x), « afixed constant.

(a) Express the equation that a function y must satisfy if y is in the
kernel of T.

To he w M lerasd  T(y) =0 Tt
T("b)"- é?:f*e(y So Y would gakr(\a

%{_'fdb‘) =0
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Example
Consider T : C'(R) — C°(R) defined by

T(f)= dx + af(x), « afixed constant.

(b) Show that for any scalar ¢, y = ce~“¥ is in the kernel of T.

—ef> —efXx —_
th bZiCe é%:,o{c@ ) | e
)] -d¥ ~dlx
;?( +°(‘a- -AdCe + Ace = 0 &r aJ X,
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Section 4.3: Linearly Independent Sets and Bases

Definition: A set of vectors {vy,...,Vp} in a vector space V is said to
be linearly independent if the equation

C1V1 + CoVo + -+ CpVp =0 (1)

has only the trivial solutions ¢y = ¢, = --- = ¢, = 0.

The set is linearly dependent if there exist a nontrivial solution (at
least one of the weights ¢; is nonzero). If there is a nontrivial solution
c1,...,Cp, then equation (1) is called a linear dependence relation.

Theorem: The set {vy,...,Vp}, p>2and vy # 0, is linearly
dependent if and only if some v; for j > 1 is a linear combination of the
preceding vectors vy, ..., V;_1.
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Example
Determine if the set is linearly dependent or independent in Ps.

(a) {p1,p2,P3} Where py =1, p2 = 2t, p3 =t — 3.

N By 3P -3% =3 (@0 30V -3

Tiw sk o Jmeacly depuannt,
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(b) {p17p25 p3} where P1 = 2, P2 = t, ps = _t2.

o >
Gosda Py ¢ Gpy t 03Py = 05 04Ok 40
2, +C b -3k = or Ok +ot™

’\-»\lf F(.?u\-'“cf G = (-1, = (,3 =0 )

T\N <k S .9\’\“"\0 ‘W\&fw&,v\k.
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Example

Show that every vector p = po + p1t + pot2 in P, can be written as a
linear combination of {p1, P2, ps}! where p1 =2, po =t, ps = — 2.

w‘“% ao 4 Jif, ) O.\ < P‘ R—-\é oz T - ()7— , '\"’\"\
a"—i)\ 0Py 0.7_'?1
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'i.e. this set spans P2
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Definition (Basis)

Definition: Let H be a subspace of a vector space V. An indexed set
of vectors B = {by,...,bp} in V is a basis of H provided

(i) Bis linearly independent, and
(i) H =Span(B).

We can think of a basis as a minimal spanning set. All of the
information needed to construct vectors in H is contained in the basis,
and none of this information is repeated.
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Example

If Ais an invertible n x n matrix, then we know? that (1) the columns

are linearly independent, and (2) the columns span R”. Use this to

determine if {v{, Vs, v3} is a basis for R3 where

3 —4 )
vi=| 0 |, vo=| 1 |, vg=| 1
-6 7 5
D
e Con forn. @ 3 molay A= [tl. )Vz. V7‘\ .

Lye e Vs AQ}(A)

o Y, asiS.

to el \.K— Ihs sos

2from our large theorem on invertible matrices from section 2:3
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dat (A) = a.C, +Q, C., « O3, 63\

= 3\1 ; \ +o_\_\\+(.(,3 \"1\ \2\
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Standard Basis in R”

The columns of the n x nidentity matrix provide an obvious basis for
R". This is called the standard basis for R". For example, the

standard bases in R? and R3 are
0
,1 0 respectively.
1

(10 = ]3] ]

0
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Other Vector Spaces
Show that {1, 1, 2, 13} is a basis for P3°.
g w B prperpbe Pk pst®. B

3 .
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3The set {1,t,...,t"} is called the standard basis for P,
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Other Vector Spaces

10 0 1 00 00 . .
Showthat{[0 O]’[O 0}’{1 O]’[O 1]}lsabasmfor
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A Spanning Set Theorem

Example: Let v4, V5, v3 be vectors in a vector space V, and suppose
that

(1) H =Span{vy, vz, Vv3} and
(2) vz = Vi — 2V5.
Show that H =Span{vy,Vs}.
- -
Y“" t\ WA SP"V\ {U. 01 -:jjg ) l)/\ < C\\l| + (z\lw,* C?\/D
T\\" (;A" C,:‘ln* (zjl + C} TI."ZV]VS
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W di= Gegg , due G-2Ua, Rewe, T W =

See 10, W 3.
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Theorem:

Let S = {vy,Vvo,...,Vp} be a setin a vector space V and H =Span(S).
(a.) If one of the vectors in S, say v is a linear combination of the
other vectors in S, then the subset of S obtained by eliminating v still
spans H.

(b) If H # {0}, then some subset of S is a basis for H.

If we start with a spanning set, we can eliminate duplication and arrive
at a basis.
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Column Space

Find a basis for the column space matrix B that is in reduced row
echelon form

< S - -
140 2 0 Nl \%2 Us, | ‘o"“ 2k, - ﬁa
B_ 001 -10
1000 0 1| 2 ‘ .
000 0 O B, Ty, by a Tmely ndemnany,
- - >
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Soe a besy “CV C‘X’B <
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[
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