September 21 Math 3260 sec. 57 Fall 2017

Section 3.1: Introduction to Determinants

Let n> 2. For an n x n matrix A, let A; denote the (n—1) x (n—1)
matrix obtained from A by deleting the i row and the j column of A.

Definition: Minor The /, j minor of the n x n matrix A is the number

M; = det(A;).

Definition: Cofactor Let A be an n x n matrix with n > 2. The i,j”’
cofactor of A is the number

Cj=(—1)"Mm;.
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Example

Cj3 of the matrix

Find the three minors My, M;2, M43 and find the 3 cofactors Ci1, Cio2,

ap1 82 o3

ayr a2 a3
A=
a3y as ass

M, = dx (A) = 0Oy Gaz~ 03, Q23
C = (")‘“Mu = Mu N 0\17- 0\17 - a77- G7-3
G Gy h., 2dx(AL)= 05,043 = G, Qs
A, -

Qg\ c33 I+l

C.* (1) M= - (41.0\33 - 03 al?)
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(Example Continued...)

ay1 apz ais Cyp Qaq
A= | an ax ax |- -
21 do2 Az I\\‘s 0y O

ds1 dz2 ass

M * ‘J‘X(Ac) = g Gy = O O

-3 _
Ch™ (-\\ 7 Y G, Gy, Oaq
|
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Observation:

Comparison with the determinant of the 3 x 3 matrix, we can note that

a a a a a a
A = ayq1det 22 <23 :| — ajodet |: 21 23 :| + ayzdet |: 21 22 :|
az2 ds3 31 ass az1 asp

= a11C11 + a2Cr2 + @13C13
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Definition: Determinant

For n > 2, the determinant of the n x n matrix A = [g;] is the number

det(A) = a11Cy1+ an2Ci2+---+ ainCiy

n

= ) (—1)"ayMy

j=1

(Well call such a sum a cofactor expansion.)

September 26, 2017

6/57



Example: Evaluate the determinant

{1 3 0]
A=| -2 1 2
3 06
(A an G+ @ Gr x B Ca
< () &tl( ['o z}) o1k ([g :]} +0 dat (B O‘D

b o3 (1R 40 = -G # SY o= YR
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Theorem:

The determinant of an n x n matrix can be computed by cofactor
expansion across any row or down any column.

Example: Find the determinant of the matrix

-13 4 0 (,Je\\ d a (a‘cﬁu\’w Cx‘”"\fio»\
A= 0 0 -30 accoss (o 2
-2 1 2 2
3 0 -1 6
G ( + G Czq
Jur(p) = Gy C'u + O"n. Cn t Mg t3 7::"
o 6 °
37 SRR R WA ST
Gy = (0 M=) [ |2 v 2 = (0
3 o G
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3 ()= (3) (-u8) * 1M
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Triangular Matrices
Definition:

The n x nmatrix A = [a;] is said to be upper triangular if a; = 0 for all
i > j. Itis said to be lower triangular if a; = 0 for all j > i. A matrix
that is both upper and lower triangular is diagonal.

Theorem: For n > 2, the determinant of an n x n triangular matrix is
the product of its diagonal entries. (i.e. if A = [a;] is triangular, then
det(A) = ay1do92 - - - an,,.)
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Example

>
I
coooo

A O W

QO oOoOMNMW

-3 0 -4 dH Py = ey 3

0 -4 6 = 4N

db (A): 622 = 168

DN OO
N O OO
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Section 3.2: Properties of Determinants
Theorem: Let A be an n x n matrix, and suppose the matrix B is

obtained from A by performing a single elementary row operation’.
Then

(i) If Bis obtained by adding a multiple of a row of A to another row
of A (row replacement), then

det(B) = det(A).

(i) If Bis obtained from A by swapping any pair of rows (row swap) ,
then

det(B) = —det(A).

(iii) If B is obtained from A by scaling any row by the constant k
(scaling), then

det(B) = kdet(A).

'If row” is replaced by "column” in any of the operations, the conclusions still follow.
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Example: Compute the Determinant
L()(f cree O e\ s 'F“\'\

0o 1 2 -1 ~monon
2 5 -7 3 aad Pnd A Selermenes
0 3 6 2 Legam b
—2 -5 4 -2
C\Ag,_..if
2\ © {2—1 gwc-e -\
2 ¢ 2 13 replo e e(&,j
o ‘ 2 - r(f\cu. no ebbedk
s} 3 (4 A Swo\o -\
-1 S y -l
?‘\ +Q\4 - ﬁ"\
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3 C 1
0 o0 -3
A, 4@ s
2 s - 3
o | 7 -
(o] o [\}
[9) 0 -3 |
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Some Theorems:

Theorem: The n x nmatrix A is invertible if and only if det(A) # 0.

Theorem: For n x n matrix A, det(AT) =det(A).

Theorem: For n x n matrices A and B, det(AB) =det(A) det(B).
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Example

Show that if A is an n x ninvertible matrix, then
_ 1

~ det(A)’

det(A™1)
A mee-yl 2 did (A) #0 Uosu_ ' Aw\'(x,\\ < 1
T: A N L s (T)- Lot (AR = et () dek(K)
H“”‘ '_\_ < A.o)f( P\) A-QS(( P\.\B

<o —-\——— < A-‘;\'(A‘B
deX(A)
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Example

Let A be an n x n matrix, and suppose there exists invertible matrix P
such that

B= P AP.
Show that

det(B) = det(A).

- ‘LS( h‘[\e\x = J:’((P'\\ J'—“ (P\?} = AQ'\' (?-‘\ Ji;(’\\ Je*(r)
dob (@) dat (9 HED

Sco\as ¢
S Lek(B) - Jo(p)det (B detA)

)

1

5 dot (R) = doX(A) |

September 26, 2017 20/57



Section 4.1: Vector Spaces and Subspaces

Definition A vector space is a nonempty set V of objects called
vectors together with two operations called vector addition and scalar
multiplication that satisfy the following ten axioms: For all u, v, and w in
V, and for any scalars ¢ and d

The sumu+vofuandvisin V.

ut+v=v+u.

(U+v)+w=u+(Vv+w).

There exists a zero vector 0 in V such thatu + 0 = u.

For each vector u there exists a vector —u such that u + (—u) = 0.
For each scalar ¢, cuisin V.

c(u+v)=cu-+cv.

(c+d)u=cu+du.

¢(du) = d(cu) = (cd)u.

0. 1lu=u

OO NOORWND
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Remarks

» V is more accurately called a real vector space when we assume
that the relevant scalars are the real numbers.

» Property 1. is that V is closed under (a.k.a. with respect to)
vector addition.

» Property 6. is that V is closed under scalar multiplication.

» A vector space has the same basic structure as R"

» These are axioms. We assume (not "prove”) that they hold for
vector space V. However, they can be used to prove or disprove
that a given set (with operations) is actually a vector space.
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Examples of Vector Spaces

For an integer n > 0, P, denotes the set of all polynomials with real
coefficients of degree at most n. That is

Pp = {p(t) = po +p1t+---+pnt" | Po,p1,...,Pn € R},

where addition® and scalar multiplication are defined by
(p+a)(t) =p(t) +4(t) = (Po + o) + (P1 + 1)t + -+ + (Pn + gn) 1",

(cp)(t) = cp(t) = cpp + cpit + - - - + cpnt”.

q(t) = Qo+ Git + -+ + Gnt"
September 26, 2017 23/57



Example

What is the zero vector 0 in P,?
e reed ‘61'-{”:‘)’ for eock P va.
Lk D% GasOL + .. 0K

(380 = Bloeplo) = (@) « (aepyb e -+ @nrp)

Dper pbep ke L F Pt

Th reqires Q,:Q.:=...:a, =0

S, a
6: 0+0‘:+0t11...+0(1 0.
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Example
If p(t) = po + p1t+ - - - + pnt", what is the vector —p?
Ge veed Pt (p) =0

Ly < = bow bk« m¥e L tba €

T (p+ )0 s lor (plo

- (P,-('\:)u\'l' (P.f\o\\ b+ ... 7 (P,\.p\o_\k

be  raed P("'\o; =0 bor eal\ LA:Q)“)V\
Ss biz Q¢ A
B )= -p- - -Pat
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Examples of Vector Spaces

Let V be the set of all differentiable, real valued functions f(x) defined
for —oo < x < oo with the property that

£(0) = 0.

Define vector addition and scalar multiplication in the standard way for
functions—i.e.

(f+9)(x) =f(x)+9g(x), and (cf)(x)= cf(x).
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Example

Verify that properties 1. and 6. hold.
19 Lad o ax dbeoricht, Bao  fey and cf
e dillouNiabl.
Seppo= fod § @t o spea S ok
L= 0 G20

R G\*‘b\(o\‘- Loy + 9lo ~ o+0 =0

Ss ’H!\Q Sk S clased undsy Vedor
od A ki,
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Alss (c[—)(u\- o =co=0

H‘V‘f-c ’\L xS clLhied e PYe

Nu&)('\f \lcat‘on .

SCo\w
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A set that is not a Vector Space
Let V = { [ ; ] , [ x<0,y< 0} with regular vector addition and

scalar multiplication in R?. Note V is the third quadrant in the xy-plane.

(1) Does property 1. hold for V?
o v \ \/ S '\’\"“\—
Scppese );') ) [\/-) e

[x} ["] I"““] B e <o
) .
v ! \3*\' ewd

\3+d £0
so s v\
Vo5 clowd undew ¥hnS edd hon .
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A set that is not a Vector Space

Let V = { [ ; ] , [ x<0,y< 0} with regular vector addition and

scalar multiplication in R?. Note V is the third quadrant in the xy-plane.

(2) Does property 6. hold for V?
Vs, Uu\:( [-\_B SYEEAT \l but

o owV,
mmﬂ} o

Ui nd losd wwden Scoler mudiiplicetion.
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