September 21 Math 3260 sec. 58 Fall 2017

Section 3.1: Introduction to Determinants

Recall that a 2 x 2 matrix is invertible if and only if the number called
its determinant is nonzero. We had

a1 are

det [
a1 a2

] = ay1dp2 — dzqdj2.

We wish to extend the concept of determinant to n x n matrices in
general. And we wish to do so in such a way that invertibility holds if
and only if the determinant is nonzero.
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Determinant 3 x 3 case:

Suppose we start with a 3 x 3 invertible matrix. And suppose that

a1 # 0. We can multiply the second and third rows by a;1 and begin
row reduction.

an a2 a3 aiq a2 a3
apq dop a3 | ~ | @11der auidaze ay1des |
azy az2 ass ai1d31 daiy1dasz2 ay1dss

ai a2 aiss

0 ay1ax2 — aipd21 ar1823 — @138zt
0 ayra32 — a2a31  ar1833 — 13831
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Determinant 3 x 3 case continued...

ai a2 a3
0 ay1ax — @128 a11803 — a138o01
0 ayr1a32 — a2a31  ar1833 — 13831

If A~ I, one of the entries in the 2,2 or the 3, 2 position must be
nonzero. Let's assume it is the 2, 2 entry. Continue row reduction to get

aiy arz ar
A~ 0 ay1ax — aipa21 ar18z3 — a3dz1 | -
0 0 ai

Again, if A is invertible, it must be that the bottom right entry is
nonzero. That is

A 0.
Note that if A = 0, the rref of A is not /I—A would be singular.
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Determinant 3 x 3 case continued...

With a little rearrangement, we have

A = ay1(axass — aspass) — aiz(as1ass — agzast) +
+ aiz(as1as2 — axpast)

a a a a a a
= ayqdet |: 22 =23 :| — ajodet |: 21 23 :| + ayzdet |: 21 22 :|
az2 ds3 31 ass az1 asp

The number A will be called the determinant of A.
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Definitions: Minors

Let n> 2. For an n x n matrix A, let A; denote the (n—1) x (n—1)
matrix obtained from A by deleting the i row and the j column of A.

For example, if

P g
A= then Axp=| -2 1 2 |.
-2 1 7 2 3 0 6

3 0 -1 6

Definition: The /, /%’ minor of the n x n matrix A is the number

M; = det(A;).
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Definitions: Cofactor

Definition: Let A be an n x n matrix with n > 2. The i, ji cofactor of
A is the number

Cj = (—1)"M;.

Example: Find the three minors M;4, M;2, M;3 and find the 3 cofactors
Ci1, Cq2, Cy3 of the matrix

Q22 atJ
{311 a 313] A, : [Gh a,] H.HM(A“X

A

a1 dz2 do3

as1 asp ass : 0\;,_@3-,'01710‘23

[Ral

Cn .‘('\) r/\I\ : aZl“Tiva?’-a"—s
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(Example Continued...)

) Czj
ayr a2 a3 A, =
A= | a1 ax» asxs |. " ¢z, Go3
azy dg2 dss
'/\q = O\z| O?] - a?‘ Q13
\+2
Cn-l:(-l) Mn. - (0\7.1 Gaa 0\?| GI?
6, ¢
A . 0" 21 M - L}(AQ} = C\ZIGJL—C?\Q-L-L
\3 0{3\ Q72 s

1+3 -
C\3 = (- N = Qy, 0\37' %1 Aae
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Observation:

Comparison with the determinant of the 3 x 3 matrix, we can note that

a a a a a a
A = ayq1det 22 <23 :| — ajodet |: 21 23 :| + ayzdet |: 21 22 :|
az2 ds3 31 ass az1 asp

= a11C11 + a2Cr2 + @13C13
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Definition: Determinant

For n > 2, the determinant of the n x n matrix A = [g;] is the number

det(A) = a11Cy1+ an2Ci2+---+ ainCiy

n

= ) (—1)"ayMy

j=1

(Well call such a sum a cofactor expansion.)

September 26, 2017 10/61



Example: Evaluate the determinant

AI}(A): Q. C\n + an—._ (:|1 A aﬂcl?

< () o\l( ['o zh 30 (ra 1]\* ° 'h(&z W)

- <|-<.-o-z)—3(-z-c,-3.z) +0

= -0 _'}(-“3\ = bt SM = Y43
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Theorem:

The determinant of an n x n matrix can be computed by cofactor
expansion across any row or down any column.

Example: Find the determinant of the matrix

-13 40 We e H & (o'{'&d’of ex 63“"\?'\5"\
0 0 -3 0

A= 21 2 o BCrosy M TwoO,
3 0 -1 6

del (A) = 0‘2\ Cz| Al aTL C"L t C‘l’) Cz‘.( + qz\ Cz\q

o) o o

L\z‘s 2ol 02 s> P’\23'-A*(Aw =48
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Se
AD)’(A} > Gy Cza

2+3

D) My,

3(18) = 1M
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Triangular Matrices
Definition:

The n x nmatrix A = [a;] is said to be upper triangular if a; = 0 for all
i > j. Itis said to be lower triangular if a; = 0 for all j > i. A matrix
that is both upper and lower triangular is diagonal.

Theorem: For n > 2, the determinant of an n x n triangular matrix is
the product of its diagonal entries. (i.e. if A = [a;] is triangular, then
det(A) = ay1do92 - - - an,,.)

September 26, 2017 14 /61



Example

>
I
coooo

A O W

QO oOoOMNMW

4 0 2
-3 0 -4 dedBy)=Cy-2 - 3. (-6
3 7 5
0 -4 6 e
0O 0 6
ac(A)= 22 = |68
00
00
20
2 2
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Section 3.2: Properties of Determinants
Theorem: Let A be an n x n matrix, and suppose the matrix B is

obtained from A by performing a single elementary row operation’.
Then

(i) If Bis obtained by adding a multiple of a row of A to another row
of A (row replacement), then

det(B) = det(A).

(i) If Bis obtained from A by swapping any pair of rows (row swap) ,
then

det(B) = —det(A).

(iii) If B is obtained from A by scaling any row by the constant k
(scaling), then

det(B) = kdet(A).

'If row” is replaced by "column” in any of the operations, the conclusions still follow.
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Example: Compute the Determinant

0o 1 2 1 Lbc ot mobeix Aa2 do

2 5 -7 3 o redvchiom 0w cek 18

0 3 6 2

-2 -5 4 -2

4 Chorgto

R e ¥y ey boser -1
1 < -4 3 f*"\“am‘\’ %) @H—ga\—
o FePoamad s efbedk
(;’ ?S t 7{, (Cow §wcf 'faohu- -\

V\\ + Q‘q '7\‘“\
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) |
-3 (

o S
Jak (B -

-6 Ja(R)= 2\ (S
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Some Theorems:

Theorem: The n x nmatrix A is invertible if and only if det(A) # 0.

Theorem: For n x n matrix A, det(AT) =det(A).

Theorem: For n x n matrices A and B, det(AB) =det(A) det(B).
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Example
Show that if A is an n x ninvertible matrix, then

det(A™) = det1(A)'

Uk LHTD: 1 ue ke T=AA
(T - do (AR ¢ oa (R dex(A)

Reve 1 = d(A) ek (R

Sa J& (A ) ée-‘ )
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Example

Let A be an n x n matrix, and suppose there exists invertible matrix P
such that

B= P 'AP.
Show that

det(B) = det(A).
Ay s Ap(E) 2 Jeh(F) det () deX(P)
Sk @) + dok (@A) = WHE) AHALY = SoHF ) ST S

factors
S der@)- w3 det(p) |

/)

1
o da® = A& (AY.
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Section 4.1: Vector Spaces and Subspaces

Definition A vector space is a nonempty set V of objects called
vectors together with two operations called vector addition and scalar
multiplication that satisfy the following ten axioms: For all u, v, and w in
V, and for any scalars ¢ and d

The sumu+vofuandvisin V.

ut+v=v+u.

(U+v)+w=u+(Vv+w).

There exists a zero vector 0 in V such thatu + 0 = u.

For each vector u there exists a vector —u such that u + (—u) = 0.
For each scalar ¢, cuisin V.

c(u+v)=cu-+cv.

(c+d)u=cu+du.

¢(du) = d(cu) = (cd)u.

0. 1lu=u

OO NOORWND

September 26, 2017 25/ 61



Remarks

» V is more accurately called a real vector space when we assume
that the relevant scalars are the real numbers.

» Property 1. is that V is closed under (a.k.a. with respect to)
vector addition.

» Property 6. is that V is closed under scalar multiplication.

» A vector space has the same basic structure as R"

» These are axioms. We assume (not "prove”) that they hold for
vector space V. However, they can be used to prove or disprove
that a given set (with operations) is actually a vector space.
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Examples of Vector Spaces

For an integer n > 0, P, denotes the set of all polynomials with real
coefficients of degree at most n. That is

Pp = {p(t) = po +p1t+---+pnt" | Po,p1,...,Pn € R},

where addition® and scalar multiplication are defined by
(p+a)(t) =p(t) +4(t) = (Po + o) + (P1 + 1)t + -+ + (Pn + gn) 1",

(cp)(t) = cp(t) = cpp + cpit + - - - + cpnt”.

q(t) = Qo+ Git + -+ + Gnt"
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Example

What is the zero vector 0 in P,? ™
> o s fr ecads “’) - \ n
D sho fa\wr(-a O+e> P

Lok 0 ¢ Got Qb+ Ot ... * Ot
(-i)"?\ (U‘— .C)(L«)-( ?)(é) '—(a.,+€v)+ (q.+P,\&* LY (e..+\°..)’c
= (’o"' P\E + Pyttt Pv\‘kﬂ

This regoees 020 for eadl (zo,. N

0= 0+0k+0k'+ .. +0OK =0
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Example
If p(t) = po + p1t + - - - + pnt", what is the vector —p?
e ko Dok P () =D
e P0= bow b be bytrs ¥ bt
(3B b = plos (W
: (‘Mm ¢ (pr b)) £+

Tha  fequmes PO he eade () b =0

Pl e Pk - -pt

September 26, 2017
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Examples of Vector Spaces

Let V be the set of all differentiable, real valued functions f(x) defined
for —oo < x < oo with the property that

£(0) = 0.

Define vector addition and scalar multiplication in the standard way for
functions—i.e.

(f+9)(x) =f(x)+9g(x), and (cf)(x)= cf(x).
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Example

Verify that properties 1. and 6. hold.

\f 'C s 3 oL J:vaww-\;o),,& '\’\N-\ ((:433 :("*31

Ckw

s (ef) s F S Beg el
A;'C-.('..\,.k}‘\cw L ong

Scoden,  C.

£g taor ek one

! (ary= O
Fb (:o«\é %\.\ o S, Q(oxro ~E Yy

0 (feg) @ for g 0707 °.
T\N_, Sed S C|°$4A und e~ Vedr cdd Mg
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P\es
(CQ‘”* f@ = co=0

S by S S closed Lndm Scalaw

Uk isa\; cek won .
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A set that is not a Vector Space
Let V = { [ ; ] , [ x<0,y< 0} with regular vector addition and

scalar multiplication in R?. Note V is the third quadrant in the xy-plane.

(1) Does property 1. hold for V?
[ S
oy [

. [xw\} xtlh ¢0 od
X ) T
[‘J ! [V N Yev € o

\l s C\OJCé vndea, \J(/A‘v GM‘A'\.“.

S. X¢0,uto, Mo, e VEO,
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A set that is not a Vector Space
Let V = { [ ; ] , [ x<0,y< 0} with regular vector addition and

scalar multiplication in R?. Note V is the third quadrant in the xy-plane.

(2) Does property 6. hold for V?
-
No, Gaside. [’] W NV ek

- | . N >'\«\/,
(1) i:) - L} i M

Caporty ( dsesid Watd TV ko veeks spece,
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