

## 1 Plans for the future

The first two weeks of this semester will seem like they don't quite fit in at first. We will be talking about alternative coordinate systems, and integration in those different coordinate systems. In the first week, we will discuss cylindrical and spherical coordinates. In the second week, we will cover substitution in 2-dimensional and 3-dimensional integrals.

The rest of the semester will pivot to learning about a wider variety of multivariable integrals, especially ones involving vectors and vector fields. Our ultimate goal is Stokes' theorem and its cousins: high-dimensional generalizations of the fundamental theorem of calculus. This seems unrelated. But we will see later on that differentiation and integration in alternative coordinate systems underlies everything we will do-not to mention that describing paths and surfaces in cylindrical and spherical ways will be very useful to us throughout the semester.

## 2 From polar coordinates to cylindrical coordinates

I will assume you have already seen polar coordinates. These let us represent a 2 -dimensional point as a pair $(r, \theta)$, where $r$ is a nonnegative distance from the origin, and $\theta$ is the angle made with the positive $x$-axis.

Cylindrical coordinates are one possible generalization of polar coordinates to 3 dimensions. Here, a 3 -dimensional point $P$ is represented by a triple $(r, \theta, z)$. The $z$-coordinate means the same thing it usually does: the height of the point $P$ above the $x y$-plane. The pair $(r, \theta)$ is the 2 -dimensional polar representation, but not of $P$ : of the point $Q$ that is the "shadow" of $P$ on the $x y$-plane. This is shown in Figure 1a.

(a) The cylindrical coordinates of point $P$

(b) The 2-dimensional graph of $r=\sin \theta$

(c) The 3-dimensional graph of $r=\sin \theta$ with $0 \leq z \leq 1$

Figure 1: The connections between polar and cylindrical coordinates

[^0](The "shadow" of $P$ on the $x y$-plane is more formally known as the projection of $P$ onto the $x y$-plane. We will see this concept again.)

We don't just want to describe points; we want to describe shapes. For example, in polar coordinates, the equation $r=\sin \theta$ describes a circle of radius $\frac{1}{2}$ centered at the point with rectangular coordinates $(x, y)=\left(0, \frac{1}{2}\right)$, as seen in Figure 1b.

What happens when we take the same equation, and view it in cylindrical coordinates? Well, if we ask for a point $P$ with cylindrical coordinates $(r, \theta, z)$ to satisfy $r=\sin \theta$, then we're saying that its "shadow" $Q$ must lie on the circle we graphed earlier. The $z$-coordinate is free to vary, so we get a "stack" of circles, or a cylinder. By default, it's an infinite cylinder. If we add a condition on $z$, such as $0 \leq z \leq 1$, we get the finite cylinder shown in Figure 1c.

Another very useful way of leveraging our 2-dimensional intuition to reason about 3-dimensional cylindrical coordinates is to forget about $\theta$ at first, and work only with $z$ and $r$. Because $r$ is nonnegative, the pair $(r, z)$ does not live in a plane, but in the $r z$-half-plane.

Suppose we want to understand the surface described in cylindrical coordinates by the equation $z=r^{2}$, with $0 \leq \theta \leq 2 \pi$. (Remember: the angle $\theta$ can only ever range from 0 to $2 \pi$, so these bounds on $\theta$ are just telling us that $\theta$ can do anything it likes.) Then we can start by graphing $z=r^{2}$ in the $r z$-half-plane, as shown in Figure 2a.

As $\theta$ ranges from 0 to $2 \pi$, that half-plane drawing will be rotated around the $z$-axis. (Each direction away from the $z$-axis is a particular value of $\theta$, and for that particular value of $\theta$, we see a copy of our 2-dimensional drawing in that $r z$-half-plane. In the case of $z=r^{2}$, the result is called a paraboloid iand shown in Figure 2b.

(a) The graph of $z=r^{2}$ in the $r z$-half-plane

(b) The graph of $z=r^{2}$ in 3D space

Figure 2: Going from the $r z$-half-plane to 3 -dimensional cylindrical coordinates
To get another common example, start with the region defined $0 \leq z \leq 1-r$ in the $r z$-half-plane. This is a triangle: it is bounded from below by $z \geq 0$, from the left by the universal rule that $r \geq 0$, and from above by $z \leq 1-r$.

If we have $0 \leq z \leq 1-r$ in three dimensions, with $0 \leq \theta \leq 2 \pi$, we get a solid cone. (A shape is called solid to emphasize that we include its interior, not just its boundary.) The cone will be oriented like a traffic cone or party hat, with the tip facing up, though it will be shorter and wider-or more "squashed"-than the typical traffic cone or party hat. Try drawing it yourself.

We've seen two special cases now: cases where $z$ is bounded separately from $(r, \theta)$, and cases where
$\theta$ is bounded separately from $(r, z)$. These are very common, because they leverage the advantages of a cylindrical representation.

This is not true of all shapes! And, conceivably, we might want to suffer through describing a shape in cylindrical coordinates even when it doesn't look at all cylindrical. To see such an example, consider the triangular prism in Figure 3. (Warning: this will be much trickier!)


Figure 3: The triangular prism bounded by $x \geq 0, y \geq 0, z \geq 0, x \leq 1$, and $y+z \leq 1$.
To represent this prism in cylindrical coordinates, we must fall back on the equations that relate $(x, y, z)$ to $(r, \theta, z)$. These are the same as for polar coordinates: $x=r \cos \theta$ and $y=r \sin \theta$ (with $z=z$, of course). It's also sometimes useful to know, going the other way, that $r=\sqrt{x^{2}+y^{2}}$, but that won't help us here.

Ultimately, we want to describe regions like this one so we can integrate over them. So the best way to describe it depends on the order in which we'll integrate. A common way to do a cylindrical integral is with $z$ on the inside, $r$ in the middle, and $\theta$ on the outside. This means we will want constant bounds on $\theta$, bounds on $r$ that depend only on $\theta$, bounds on $z$ that depend only on $\theta$ and $r$. We don't have to stick to this order, but it is often the easiest to work with.

The bounds $x \geq 0$ and $y \geq 0$ tell us that we're in the first quadrant, which corresponds to $0 \leq \theta \leq \frac{\pi}{2}$. This tells us our bounds on $\theta$.

To determine our bounds on $r$, we want to ask: for a fixed direction $\theta$, what is the furthest distance $r$ we can go from the $z$-axis? Intuitively, if you want to stay inside the triangular prism in Figure 3, but get as far from the $z$-axis as possible, you want to do be on the $x y$-plane.

Here, the bounds on $x$ and $y$ are $0 \leq x \leq 1$ and $0 \leq y \leq 1$ : the intersection of the prism with the $x y$-plane is a square. This means that $0 \leq r \cos \theta \leq 1$ and $0 \leq r \sin \theta \leq 1$, or in other words $0 \leq r \leq \frac{1}{\cos \theta}$ and $0 \leq r \leq \frac{1}{\sin \theta}$.
That's two conditions on $r$ : which do we use? Trick question: we use both of them! We want both $0 \leq x \leq 1$ and $0 \leq y \leq 1$ to hold: otherwise, we're not inside the prism. There are two ways to say that we want both of these bounds on $r$ to hold:

- Combine them into $0 \leq r \leq \min \left\{\frac{1}{\cos \theta}, \frac{1}{\sin \theta}\right\}$. The min will determine which bound is the one that restricts $r$ more, and apply that one.
- Determine when each bound applies. For $0 \leq \theta \leq \frac{\pi}{4}$, the bound $0 \leq r \leq \frac{1}{\cos \theta}$ is the more restrictive one, and we use that. For $\frac{\pi}{4} \leq \theta \leq \frac{\pi}{2}$, the bound $0 \leq r \leq \frac{1}{\sin \theta}$ is the more restrictive one, and we use that.

The only constraints we haven't used yet are $z \geq 0$ and $y+z \leq 1$, or in other words, $0 \leq z \leq 1-y$. Since we are free to use both $r$ and $\theta$ when bounding $z$, this is quick: we can just write $0 \leq z \leq$ $1-r \sin \theta$, because $y=r \sin \theta$.

If we wanted to find the volume of this triangular prism, and for some reason we wanted to use cylindrical coordinates to do so, we'd write the integral as

$$
\int_{\theta=0}^{2 \pi} \int_{r=0}^{\min \left\{\frac{1}{\cos \theta}, \frac{1}{\sin \theta}\right\}} \int_{z=0}^{1-r \sin \theta} \mathrm{~d} V
$$

But what is this $\mathrm{d} V$ ?

## 3 Integration in cylindrical coordinates

You might remember that when we integrate over a region in polar coordinates, we cannot simply replace $\mathrm{d} x \mathrm{~d} y$ by $\mathrm{d} r \mathrm{~d} \theta$. We must replace it by $r \mathrm{~d} r \mathrm{~d} \theta$. Why is that?

The intuition is that the differential $\mathrm{d} x \mathrm{~d} y$ stands in for a factor of $\Delta x \Delta y$ in the limit definition of a Riemann integral. That product $\Delta x \Delta y$ stands in for the area of a tiny square.

What about a tiny sliver of area in polar coordinates (Figure 4a), corresponding to a change of $\Delta \theta$ in $\theta$ and a change of $\Delta r$ in $r$ ? Its area is not just $\Delta \theta \Delta r$. To a first approximation (which becomes exact in the limit), that sliver of area is a rectangle. One side of that rectangle is $\Delta r$, but the other side is $r \Delta \theta$ : it is a $\frac{\Delta \theta}{2 \pi}$ fraction of a circle with perimeter $2 \pi r$. So we get an area of $r \Delta r \Delta \theta$, which means that we have $r \mathrm{~d} r \mathrm{~d} \theta$ in every polar integral.

(a) A tiny area in polar coordinates

(b) A tiny volume in cylindrical coordinates

Figure 4: Where the factor of $r$ comes from in polar and cylindrical integrals
For example, suppose that we want to know the area inside the circle in Figure 1b. That circle is in the top half of the $x y$-plane, so we have $0 \leq \theta \leq \pi$. The boundary of the circle is $r=\sin \theta$, so the interior of the circle is $0 \leq r \leq \sin \theta$. Therefore the area of the circle is

$$
\int_{\theta=0}^{\pi} \int_{r=0}^{\sin \theta} r \mathrm{~d} r \mathrm{~d} \theta
$$

Let's actually do this integral, because it's good practice. The inside integral is

$$
\int_{r=0}^{\sin \theta} r \mathrm{~d} r=\left.\frac{r^{2}}{2}\right|_{r=0} ^{\sin \theta}=\frac{\sin ^{2} \theta}{2}-\frac{0^{2}}{2}=\frac{1}{2} \sin ^{2} \theta
$$

For the outside integral, we have to integrate $\frac{1}{2} \sin ^{2} \theta$, which you might not remember how to do. The tool we use is the double-angle formula for cosine: $\cos 2 \theta=2 \cos ^{2} \theta-1=1-2 \sin ^{2} \theta$. We can, instead, solve for $\sin ^{2} \theta$ in terms of $\cos 2 \theta$, getting $\sin ^{2} \theta=\frac{1-\cos 2 \theta}{2}$.

Therefore the area of our circle is

$$
\int_{\theta=0}^{\pi} \frac{1}{2} \sin ^{2} \theta \mathrm{~d} \theta=\int_{\theta=0}^{\pi} \frac{1-\cos 2 \theta}{4} \mathrm{~d} \theta=\frac{\theta}{4}-\left.\frac{\sin 2 \theta}{8}\right|_{\theta=0} ^{\pi}=\frac{\pi}{4} .
$$

Of course, we already know that a circle with radius $\frac{1}{2}$ has area $\pi\left(\frac{1}{2}\right)^{2}=\frac{\pi}{4}$. Don't worry, we'll see more surprising integrals in the future.

Similarly, when integrating with respect to cylindrical coordinates, $\mathrm{d} x \mathrm{~d} y \mathrm{~d} z$ must be replaced by $r \mathrm{~d} z \mathrm{~d} r \mathrm{~d} \theta$. The logic is the same: if we take a tiny volume corresponding to a change of $\Delta z$ in $z$, a change of $\Delta r$ in $r$, and a change of $\Delta \theta$ in $\theta$, as shown in Figure 4 b , then its volume will be $r \Delta z \Delta r \Delta \theta$, because it is approximately a $\Delta z \times \Delta r \times(r \Delta \theta)$ cuboid. For example, the volume of the triangular prism in Figure 3 is given by the iterated integral

$$
\int_{\theta=0}^{2 \pi} \int_{r=0}^{\min \left\{\frac{1}{\cos \theta}, \frac{1}{\sin \theta}\right\}} \int_{z=0}^{1-r \sin \theta} r \mathrm{~d} z \mathrm{~d} r \mathrm{~d} \theta .
$$

## 4 Integration to find the centroid

Let's finish off with an example. Suppose we have a solid $R$ described by the inequalities $0 \leq \theta \leq 2 \pi$ and $r^{2} \leq z \leq 1$ in cylindrical coordinates - a filled-in version of Figure 2 b . Where is its center?

The word "center" is ambiguous, so let's clarify it to mean "centroid": the point ( $\bar{x}, \bar{y}, \bar{z}$ ) such that $\bar{x}$ is the average $x$-coordinate of a point in the region, $\bar{y}$ is the average $y$-coordinate, and $\bar{z}$ is the average $z$-coordinate. This is one way to define the center of an arbitrary region. If we imagine a cloud of points distributed uniformly over the region, the centroid is the average of the coordinates of all the points.

In this example, we don't need to know anything else to compute $\bar{x}$ and $\bar{y}$ : all we need is symmetry. The solid $R$ in this problem is symmetric in the $x$ - and $y$-directions. That means that points with a positive $x$-coordinate will be exactly balanced by points with a negative $x$-coordinate when we take the average, and we will get $\bar{x}=0$. For the same reason, $\bar{y}=0$. But what about $\bar{z}$ ?

The average $z$-coordinate of finitely many points $\left(x_{1}, y_{1}, z_{1}\right)$ through $\left(x_{n}, y_{n}, z_{n}\right)$ is just $\frac{z_{1}+z_{2}+\cdots+z_{n}}{n}$ : the sum of the $z$-coordinates, divided by how many there are. To take the average over a continuous region $R$, with infinitely many points inside it, not much changes: we just replace the sum by an integral, and the number of points by the volume of the region. That is,

$$
\bar{z}=\frac{\iiint_{R} z \mathrm{~d} V}{\iiint_{R} \mathrm{~d} V} .
$$

Let's wrap up by using cylindrical coordinates to take both integrals.
The denominator tends to be easier. We have

$$
\begin{aligned}
\iiint_{R} \mathrm{~d} V & =\int_{\theta=0}^{2 \pi} \int_{r=0}^{1} \int_{z=r^{2}}^{1} r \mathrm{~d} z \mathrm{~d} r \mathrm{~d} \theta \\
& =\int_{\theta=0}^{2 \pi} \int_{r=0}^{1} r\left(1-r^{2}\right) \mathrm{d} r \mathrm{~d} \theta \\
& =2 \pi \int_{r=0}^{1}\left(r-r^{3}\right) \mathrm{d} r \\
& =\left.2 \pi\left(\frac{r^{2}}{2}-\frac{r^{4}}{4}\right)\right|_{r=0} ^{1} \\
& =2 \pi\left(\frac{1}{2}-\frac{1}{4}\right)=\frac{\pi}{2} .
\end{aligned}
$$

You'll notice that we avoided doing very much work for the integrals with respect to $z$ and with respect to $\theta$, because the integrand did not contain any of those variables. When integrating a constant over some interval, just multiply that constant by the length of the interval.

In the numerator of $\bar{z}$, we'll have to do more work, because the inner integral is now

$$
\int_{z=r^{2}}^{1} r z \mathrm{~d} z=\left.\frac{r z^{2}}{2}\right|_{z=r^{2}} ^{1}=\frac{r(1)^{2}}{2}-\frac{r\left(r^{2}\right)^{2}}{2}=\frac{r}{2}-\frac{r^{5}}{2} .
$$

Next, we must integrate with respect to $r$ :

$$
\int_{r=0}^{1}\left(\frac{r}{2}-\frac{r^{5}}{2}\right) \mathrm{d} r=\left.\left(\frac{r^{2}}{4}-\frac{r^{6}}{12}\right)\right|_{r=0} ^{1}=\frac{1}{4}-\frac{1}{12}=\frac{1}{6}
$$

Finally, integrating with respect to $\theta$ multiplies the result by $2 \pi$, and we get $\frac{\pi}{3}$ as the answer.
We conclude that $\bar{z}=\frac{\pi / 3}{\pi / 2}=\frac{2}{3}$. Unsurprisingly, the paraboloid is top-heavy: its centroid is twothirds of the way from the vertex at the bottom to the flat circle at the top!


[^0]:    ${ }^{1}$ This document comes from the Math 3204 course webpage: http://facultyweb.kennesaw.edu/mlavrov/ courses/3204-fall-2023.php

