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1 Green’s theorem for circulation

1.1 Integrating circulation density

In the previous section, we defined the curl, or circulation density, of a vector field F = M i+N j to
be curlF = ∂N

∂x −
∂M
∂y . This was motivated by our calculations that showed that the counterclockwise

circulation along a tiny loop around (x, y) is approximately equal to the circulation density at (x, y),
multiplied by the area inside the loop.

Of the two names we have for this quantity, “curl” is definitely the more standard, but “circulation
density” is the one that’s more suggestive of what we’re about to do with it:

Theorem 1.1 (Green’s theorem for circulation). Let R be a region in R2, and let C be the boundary
of R, oriented counterclockwise. Let F be a vector field.

Suppose that all three of R, C, and F are well-behaved in their own way: R is bounded and simply
connected (no holes), C is a smooth or at least piecewise smooth curve, and F is defined and has
continuous partial derivatives on an open set containing R.

Then the circulation of F along C is equal to the integral of the circulation density of F over R:∫
C
F · dr =

∫∫
R
curlFdx dy.

Just like we find the mass of a region by integrating density over that region, we find the circulation
around R by integrating the circulation density over R.

This is an incredibly valuable theorem because it lets us turn a line integral into a completely
different kind of integral! Sometimes the line integral will be easier to do, and sometimes the
double integral will be easier to do. Either way, having the choice between the two options is very
useful.

1.2 The proof of Green’s theorem

A simple but important fact about double integrals
∫∫

R is that when R1 and R2 are disjoint
regions, ∫∫

R1∪R2

f(x, y) dx dy =

∫∫
R1

f(x, y) dx dy +

∫∫
R2

f(x, y) dx dy.

That is, if we combine two non-overlapping regions into one, the integrals add.
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Figure 1: Adding circulation integrals

In fact, the same thing is true for circulation integrals around the boundaries of those regions! This
is convincing evidence that Green’s theorem could be true, and will be important in its proof.

Figure 1 shows an example of this. Suppose we separate a circle into two half-circles, and take the
counterclockwise circulation around each half-circle. Each half-circle has two boundaries: a curved
arc, and a diameter. When we add the circulation, the curved arcs join together into the boundary
of the full circle. The diameters, in the meantime, are equal but have opposite orientation, so
the circulation along the diameters cancels. We are left only with the circulation around the full
circle.

For the proof of Green’s theorem, we look at a different decomposition of our region.
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(c) Circulation after canceling

Figure 2: An illustration of the proof of Green’s theorem

We approximate the region R by many small rectangular cells, as in Figure 2a. The double integral
of curlF over R can be approximated by a Riemann sum where we evaluate curlF on each cell,
multiply by the area of a cell, and add them together. Written formally, if each cell has area ∆A,
and they are numbered 1, 2, . . . , N so that the ith cell has center at (xi, yi), we have:∫∫

R
curlFdx dy ≈

N∑
i=1

curlF(xi, yi) ·∆A. (1)

From the previous lecture, where we motivated the formula for curlF by a small circulation integral,
we know that the circulation density at (xi, yi) is approximately equal to the circulation around the
ith rectangular cell, divided by the area of that cell. Let’s write this formally, using □i to denote

1This document comes from the Math 3204 course webpage: http://facultyweb.kennesaw.edu/mlavrov/

courses/3204-fall-2023.php
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the counterclockwise boundary of the ith cell:

N∑
i=1

curlF(xi, yi) ·∆A ≈
N∑
i=1

∫
□i

F · dr
∆A

·∆A =
N∑
i=1

∫
□i

F · dr. (2)

This is the sum of the circulations shown in Figure 2b. However, each boundary between two
adjacent rectangular cells is oriented in two different ways by the two cells, and whatever the
circulation is along that boundary, it cancels out. We are left with only the circulation along those
boundary segments which don’t have another rectangular cell on the other side: the circulation
shown in Figure 2c. This is approximately equal to the circulation integral along C:

N∑
i=1

∫
□i

F · dr ≈
∫
C
F · dr. (3)

As the area ∆A goes to 0, all three approximations become arbitrarily precise. This is more or
less straightforward for (1) and (3); the first is exactly the Riemann sum definition of the double
integral, and the second is not all that far from the Riemann sum definition of the line integral.
For the approximation in (2), we are making N different approximations, which is a bit scary: is it
possible that the tiny errors from each approximation will accumulate? But no: each approximation
has a relative error that goes to 0, so we get the same bound on the relative error of the entire sum.
As long as the sum itself does not go to infinity, we’re fine.

We can now think about where the conditions on our problem come from: how could this proof go
wrong?

• If R is not simply connected—it has holes—then its boundary might be more complicated
than a single curve C.

• If C is not smooth or at least piecewise smooth, then the approximation of C by a rectangular
curve, as in Figure 2c, might not actually be good.

• If F does not have continuous partial derivatives on every tiny cell, then the circulation around
a cell might not be equal to a circulation density multiplied by an area. (Consider the vector
field coming from the dθ differential form: here, an arbitrarily tiny cell centered at (0, 0) will
have a circulation of 2π.)

1.3 An example

Let F = x i+ xy j. Let C be the curve made up of two segments:

r1(t) = (t,−2) t ∈ [−2, 2]

r2(t) = (−t, 2− t2) t ∈ [−2, 2]

(I took this example from the practice exam.) Suppose that we want to take the circulation integral
of F around C.

To apply Green’s theorem, we need to first realize that C is the counterclockwise boundary of the
region

R = {(x, y) ∈ R2 : −2 ≤ x ≤ 2 and −2 ≤ y ≤ 2− x2}.
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The limits on y are the line y = −2 and y = 2− x2, which intersect at (−2, 2) and (2, 2), and these
are also the bounds on x. The portion of C parameterized by r1(t) is the straight line segment
going from (−2, 2) to (2, 2) along the boundary y = −2. The portion of C parameterized by r2(t)
is the parabolic curve going back from (2, 2) to (−2, 2) along the boundary y = 2− x2.

Now we have a description of R we can use to integrate. We also need the circulation density of F:
it is ∂

∂x(xy)−
∂
∂yx = y. Now we can integrate:∫∫

R
curlFdx dy =

∫ 2

x=−2

∫ 2−x2

y=−2
y dy dx

=

∫ 2

x=−2

y2

2

∣∣∣∣2−x2

y=−2

dx

=

∫ 2

x=−2

(
(2− x2)2

2
− (−2)2

2

)
dx

=

∫ 2

x=−2

(
1

2
x4 − 2x2

)
dx

=
x5

10
− 2x3

3

∣∣∣∣2
x=−2

=
32

10
− 16

3
−
(
−32

10
+

16

3

)
= −64

15
.

This should match the answer we get by computing the circulation along the two segments param-
eterized by r1(t) and r2(t), then adding the results together.

2 Other versions of Green’s theorem

2.1 Green’s theorem for flux

There is also a version of Green’s theorem for flux. The key quantity in this case is the flux density,
or divergence, of F = M i+N j:

divF =
∂M

∂x
+

∂N

∂y
.

Theorem 2.1 (Green’s theorem for flux). Let R be a region in R2, and let C be the boundary of
R, oriented counterclockwise. Let F be a vector field.

As before, suppose that all three of R, C, and F are well-behaved in their own way: R is bounded
and simply connected (no holes), C is a smooth or at least piecewise smooth curve, and F is defined
and has continuous partial derivatives on an open set containing R.

Then the outward flux of F across C is equal to the integral of the circulation density of F over R:∫
C
F · nds =

∫∫
R
divFdx dy.

The proof is essentially the same, because when we combine two non-overlapping regions, the
outward flux across their boundaries also adds! When the two regions share a boundary, the
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“outward” direction for one of the regions will be equal to the “inward” direction for the other
region.

Keeping the same F and C as in subsection 1.3, let’s compute the outward flux of F across C.

We begin with computing the flux density, divF = ∂
∂x(x) +

∂
∂y (xy) = 1 + x. Now we can inte-

grate:∫∫
R
divFdx dy =

∫ 2

x=−2

∫ 2−x2

y=−2
(x+ 1) dy dx

=

∫ 2

x=−2
(x+ 1)(4− x2) dx

=

∫ 2

x=−2
(4 + 4x− x2 − x3) dx

=

∫ 2

x=−2
(4− x2) dx (4x and −x3 are odd functions)

= 2

∫ 2

x=0
(4− x2) dx (4 and −x2 are even functions)

= 2

(
4x− x3

3

∣∣∣∣2
x=0

)
= 2

(
8− 8

3

)
=

32

3
.

2.2 Green’s theorem for differential forms

From the point of view of differential forms, it is not surprising that Green’s theorem applies to
both flux and circulation: it is really the same theorem in both cases.

The vector field F = M i+N j corresponds to the 1-form M dx+N dy. The common generalization
of the circulation density curlF and flux density divF, in this two-dimensional case, is the exterior
derivative d(M dx+N dy). We have computed it before:

d(M dx+N dy) =

(
∂N

∂x
− ∂M

∂y

)
dx ∧ dy.

In the language of differential forms, the equation of Green’s theorem simply states that if ϕ =
M dx+N dy, then ∫

C
ϕ =

∫∫
R
dϕ.

This is a very nice, compact expression, though the calculations are ultimately the same.

One difference here is the matter of orientation.

• For the vector field version of Green’s theorem to work, the boundary C must be positively
oriented: oriented counterclockwise. This means that our line integral must be computing
the counterclockwise circulation around C, or the outward flux across C.

• For the differential form version of Green’s theorem to work, there is no such requirement.
Rather, the boundary of C must have a compatible orientation with the orientation of R,
and we take an oriented integral over R.
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What does “compatible orientation” mean? Well, if you go back to Lecture 3, you will see that an
oriented region R in two dimensions is one that has a notion of “clockwise” and “counterclockwise”
at each point. For the orientations of R and C to be compatible, the orientation of C must be
whatever the region R thinks is counterclockwise.

A different way to put it: an oriented region R has a preferred direction of rotation at each point
which it calls the positive direction. An oriented curve C has a preferred direction of motion at
each point which it calls the positive direction. These two must match! (If you draw a tiny loop
inside R oriented in R’s positive direction, then near the boundary of R, it must be going the same
way as the positive direction of C.)

How does this affect our calculations? Well, the oriented integral of dϕ over R will be reduced to
an unoriented integral in one of two ways.

Case 1: If the rotation from positive x to positive y is the positive direction according to R, then
we want to write dϕ as a multiple of dx ∧ dy. In this case,∫∫

R
dϕ =

∫∫
R

(
∂N

∂x
− ∂M

∂y

)
dx ∧ dy =

∫∫
R

(
∂N

∂x
− ∂M

∂y

)
dx dy

where the last integral is the unoriented integral to take.

Case 2: If instead the rotation from positive y to positive x is the positive direction according to
R, then we want to write dϕ as a multiple of dy ∧ dx. In this case,∫∫

R
dϕ =

∫∫
R

(
∂M

∂y
− ∂N

∂x

)
dy ∧ dx =

∫∫
R

(
∂M

∂y
− ∂N

∂x

)
dy dx

where the last integral is the unoriented integral to take.

If C is oriented counterclockwise, then we want R’s positive direction to also be counterclockwise,
which puts us in Case 1, and the unoriented integral we get is the one in the vector field version of
Green’s theorem.

If C is oriented clockwise, then we end up in Case 2, and the integral we get changes sign—but
this is correct, because the clockwise line integral around C also has the opposite sign.

Why go to all this trouble? It’s true that by remembering the rule “Green’s theorem is only for
counterclockwise circulation and outward flux”, we avoid having to think about oriented regions.
This is true. . . for now.

Once we get to surfaces in R3, and their boundaries, thinking about giving them compatible ori-
entations will be unavoidable! So we should take some baby steps in that direction now, to make
the transition less painful.
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