April 22 Math 3260 sec. 51 Spring 2024

Section 6.3: Orthogonal Projections
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Figure: Given a subspace W of R” and a vector y in R”, we can express y
uniquely as a sum proj,, Y + z where proj,, y is in W and z is in W+. Note
that proj, y is the point in W closestto y and ||z|| is the distance between y
and W.

April 19, 2024 1/22



Orthogonal Decomposition Theorem

Let W be a subspace of R". Each vector y in R” can be written
uniquely as a sum
y=y-+z

where ¥ isin W and zis in W+,

If {uy,...,up} is any orthogonal basis for W, then
P y-u;
y=> (uj-uj> u, and z=y-§.

=

Remark: The formula for y is the sum of the projections of y onto each line
Span{u;}.
Projy Y = projy, ¥ + projy, Y + - -+ 4 projy, y.
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Example

4 2 -2
Lety=| 8 [,uy=1| 1 |,us= 2 | and W = Span{uy,uz}.
1 2 1

We verified that {u4, uo} is orthogonal basis for W, and we found that

2
. Y- Uy Y- U2
projy Y <u1'u1) 1 (ug-u2> 2 |:5]

The orthogonal part was
4 2 2
y—pojyy=1|81|—-14|= 4 |.
1 5 —4

The distance between y and W was found to be

dist(W.y) = |y — proju Y|l = /22 + 42 1 (~4)2 = 6.
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Computing Orthogonal Projections

If {uq,...,up} is an orthonormal basis of a subspace W of R”,
and y is any vector in R"” then

o
projw y = > _ (Y- u)) u;.
j=1

And, if U is the matrix U = [uy --- up], then the above is
equivalent to

proj,y y = UUTy.

Remark: In general, U is not square; it's n x p. So even though UUT
will be a square matrix, it is not the same matrix as U U and it is not
the identity matrix.
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Example

2 -2
Letvy = [ 1 ],Vg { 2 } and W = Span {v4,Vvz}. Find an
2 1

orthonormal basis {uy,u,} for W. Then compute the matrices U U
and UUT where U = [u; ug].
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Example

ol [ [£]) =

Use the matrix formulation to find proj, y.
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Section 6.4: Gram-Schmidt Orthogonalization
Big Question:

Given any-old basis for a subspace W of R”, can we construct
an orthogonal basis for that same space?

' 1 0
Example: Let W =Span{xi,Xz} Span{ ! 1 ] , { —1 ] } Find an
1 —1

orthogonal basis {v1, vz} that spans W.

S U ad </z. orein M
T\>f|= a\§| Az Y, L"}\g Sev 0= ) ) Az = 0O
U, - b X b Y Lt il kes)
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Theorem: Gram Schmidt Process

Then {vq,...
eachk=1,...,p

Span{vy,..

Let {X1 9o
Define the set of vectors {v1, ..
Vi = Xy
Xo
Vo = Xp—
2 2 (V1 .
X3 *
V3 = Xzg—
3 3 <V1
p—1

.,Vp} via

.,Vk} = Span{x1,...,xk}.

., Xp} be any basis for the nonzero subspace W of R".

,Vp} is an orthogonal basis for W. Moreover, for

it
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