December 1 Math 3260 sec. 53 Fall 2025

6.2 Eigenvalues & Eigenvectors

Let A be an n x n matrix. An eigenvalue of A is a scalar )\ for
which there exists a nonzero vector X such that

AX = \X. (1)

For a given eigenvalue )\, a nonzero vector X satisfying equa-
tion (1) is called an eigenvector corresponding to the eigenvalue
A
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The Characteristic Equation

Let A be an n x n matrix. The function
Pa(X) = det(A — Alp)
is called the characteristic polynomial of the matrix A. The equation
Pa(A\) =0, ie., det(A—X\j)=0

is called the characteristic equation of the matrix A.

Theorem

Let Abe an n x nmatrix, and let P4()\) be the characteristic polynomial
of A. The number )\ is an eigenvalue of Aif and only if P4(Ao) = 0. That
is, Ao is an eigenvalue of A if and only if it is a root of the characteristic
equation det(A — Alp) = 0.
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4 3 —1
Example a=| 1 2 2
0 0 -3

The characteristic polynomial was

Pa(A) = —(B+N)(A=5)(A—1) = =23 +3X2 + 131 — 15.
Find an eigenvector for each eigenvalue.

Last time, we concluded that the three eigenvalues are Ay = —3, Ao = 5 and
A3 = 1. For \» = 5, the matrix

1 3 -1 1 -3 0
A-5k=1| 1 -3 2| with ref(A—5k)=|0 0 1
0 0 -8 0 00

So a solution X to (A —5k)X = 05 would have entries, x; = 3xo, X» is free,
and x3 = 0. The eigenvectors associated with A\, = 5 are

X =1(3,1,0), t#0.
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Eigenspaces & Eigenbases

Definition

Let A be an n x n matrix and )y be an eigenvalue of A. The
eigenspace corresponding to the eigenvalue )\ is the set

EA()\()) = {)? €R" ‘ AX = )\o)?} :N(A— )\Oln)-

An eigenspace is a null space, so it's a subspace of R". We can find a
basis the way we regularly find the basis for a null space.

An eigenspace is all of the eigenvectors for a given eigenvalue with
the zero vector thrown in to make a subspace.
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2
A= 0
0

Find bases for the eigenspaces Ex(2) and Eg(2).

oo
ENQENCY

2 1 0
] and B = [ 0 2 1 ] PA()\) = PB(/\) = (2 — )\)2(4 — /\)
0 0 4
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Two Types of Multiplicities

Geometric Multiplicity

Let Abe an n x n matrix and Ay be an eigenvalue of A. The dimension

of the eigenspace, dim(Ea(\o)), corresponding to Xq is called the geo-
metric multiplicity of ).

To determine the geometric multiplicity, we have to find the dimension of the
eigenspace—i.e., how many free variables are there in the equation

(A - )\Oln)} = 6,7.
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Algebraic Multiplicity

Let Abe an n x nmatrix and )y be an eigenvalue of A. The algebraic
multiplicity of )\ is its multiplicity as the root of the characteristic equa-
tion P4(\) = 0. That s, if (A — o) is a factor of P4()\) and (A — A\g)**"
is not a factor of P4(\), then the algebraic multiplicity of Ag is k.

If the characteristic polynomial was (3 — \)*(7 — \)?(—2 — \), the eigenvalues
with their algebraic multiplicities would be

A = 3 algebraic multiplicity 4,
A =7 algebraic multiplicity 2,
A = —2 algebraic multiplicity 1.

The algebraic multiplicity is always greater than or equal to the geomet-
ric multiplicity.
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Example

2 00 210
A=10 2 1 and B=|0 2 1
0 0 4 0 0 4

Pa(\) = (2—-N2(4—)) and Pg()\) = (2— N34 —\).
Both have eigenvalue \ = 2 with algebraic multiplicity of two.

{(1,0,0),(0,1,0)} {(1,0,0)}
~~ 4 N————
basis for E4(2) basis for Eg(2)

A = 2 has geometric multiplicity two as an eigenvalue of Aand it has a
geometric multiplicity one as an eigenvalue of B.

If a matrix has enough linearly independent eigenvectors, we may be
able to build a basis for R" out of eigenvectors. So the geometric mul-
tiplicity is of interest as is their linear independence.

Naovember22 2025 15,86




Let {X1,X2,...,Xx} be a set of eigenvectors of an n x n matrix
corresponding to distinct eigenvalues Aq, Ao, ..., Ax. Then the set
{X1,Xo, ..., Xk} is linearly independent.

If Ais an n x n matrix with n distinct eigenvalues, then A has a
set of n linearly independent eigenvectors.
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Let A be an n x n matrix. If A has n linearly independent eigen-

vectors, Xi,...,X, (combined across all eigenvalues), then the
set E4 = {Xy,..., Xy} is a basis for R" called an eigenbasis for
A.

Suppose Aisnx n

> If A has ndistinct eigenvalues, it is guaranteed to have an
eigenbasis.

> If A has fewer than n distinct eigenvalues, then
> it has an eigenbasis if the sum of all geometric multiplicities
is n;
> it doesn’t have an eigenbasis if the sum of all geometric
multiplicities is smaller than n.
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Example

Find an eigenbasis for A = [ _f 2 } or show that it is not possible.
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Example: A = { 7? g } M =6 2 =3

X =(1,1) Xo = (—8,1)
1. Create a matrix C having the eigenvectors as its column vectors.

2. Find C1.
3. Find the product C~'AC.
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6.3 Diagonalization

An n x n matrix A is said to be diagonalizable if it is similar to

a diagonal matrix. That is, A is diagonalizable if there exists a
diagonal matrix D and an invertible matrix C such that

D=C'AC.

The previous example suggests that diagonalizability is related to
making a matrix out of eigenvectors. This turns out to be true, but to
get an n x n matrix that is actually invertible, we need n linearly
independent vectors. This is where having an eigenbasis comes in.
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Facts About Similar Matrices

If A and B are similar matrices, the det(A) = det(B).

If A and B are similar matrices, then A and B have the same
eigenvalues, each with the same algebraic and geometric multi-
plicities.

If Aand B are similar, so they share an eigenvalue )\, the eigenvectors
corresponding to A are generally different.
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B=C'AC

Show that det(B) = det(A) and Pg(\) = Pa(\).
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Let Abe an n x n matrix. Then A is diagonalizable if and only if
A has n linearly independent eigenvectors.

Moreover, if A is diagonalizable, then there exists a diagonal ma-
trix D such that D = C~'AC where the columns of the invertible
matrix C are the vectors in an eigenbasis, &4, for the matrix A,
and the diagonal entries of the matrix D are the eigenvalues of
A.

Remark: If A has ndistinct eigenvalues, then it is guaranteed to be
diagonalizable. If it has less than n distinct eigenvalues, it may or may
not be diagonalizable. A is diagonalizable if the sum of the geometric
multiplicities is n.
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Example

2 4 3
Let A= { -4 -6 -3 ] . The characteristic polynomial
3 3 1

P4(A\) = (1 — \)(2 + A\)2. Determine whether A is diagonalizable.
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Example

Diagonalize the matrix A = [ :g 2 } if possible.
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Evaluate A'® if A = [ -

(62 BN @)
[E—
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