February 23 Math 3260 sec. 52 Spring 2024

Section 2.3: Characterization of Invertible Matrices
Given an n x n matrix A, we can think of...

» A matrix equation Ax = b;
> A linear system that has A as its coefficient matrix;
» A linear transformation T : R" — R” defined by T(x) = Ax;

» Not to mention things like its pivots, its rref, the linear
dependence/independence of its columns, blah blah blah...

Question: Is this stuff related to being singular/nonsingular? How?
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The Invertible Matrix Theorem

Suppose Ais n x n. The following are equivalent. 2
(a) Ais invertible.

Ais row equivalent to /p.

A has n pivot positions.

Ax = 0 has only the trivial solution.

The columns of A are linearly independent.
The transformation x — Ax is one to one.

)

)

)

)

)

) Ax = b is consistent for every b in R".
) The columns of A span R".

) The transformation x — Ax is onto.

) There exists an n x n matrix C such that CA = I.
) There exists an n x n matrix D such that AD = /.
)

AT is invertible.

@Meaning all are true or none are true.
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The Inverse of a Matrix is Unique

Let A and B be n x n matrices. If AB = I, then A and B are both
invertible with A~ = Band B! = A.
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Invertible Linear Transformations

A linear transformation T : R” — R” is said to be invertible if
there exists a function S : R” — R” such that both

S(T(x))=x and T(S(x))=x
for every x in R".

If such a function exists, we typically denote it by

S=T1".
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Invertability of a Transformation and its Matrix

Let T : R" — R" be a linear transformation and A its standard
matrix. Then T is invertible if and only if Ais invertible. Moreover,
if T is invertible, then

T-'(x)=A""x

for every x in R".

Remark: This indicates that we can determine if a linear
transformation is invertible and identify the inverse transform using the
standard matrix.
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Example

Use the standard matrix to determine if the linear transformation is
invertible. If it is invertible, characterize the inverse transformation.

T:R2 — R givenby T(x1,x2) = (3x1 — Xx2,4x).
oo Can 03 the stwd ar makiv h dofeerina gS
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Example

Suppose T : R" — R" is a one to one linear transformation. Can we

determine whether T is onto? Why (or why not)?
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Section 3.1: Introduction to Determinants

We defined a number, called a determinant, for a 2 x 2 matrix. And
that number was related to whether the matrix was invertible.

For A= [ an  a },We said that the determinant
do1 do2

det(A) = ay1az2 — a1 a2

And we had the critical relationship that A is nonsingular (a.k.a.
invertible) if and only if det(A) is nonzero.

Here, we want to extend the concept of determinant to all n x n
matrices and do it in such a way that for any square matrix A,

A is nonsinguar if and only if det(A) # 0. ‘
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Determinant: 3 x 3 Matrix

Let's assume that A = [a;] is an invertible 3 x 3 matrix, and suppose

that a1 # 0. We can start the row reduction process to obtain zeros
below the left most pivot position.

ayy a2 a3 2R R a a2 a3
11712 2
az1 do2 ap3 a11Rs — Rs ajidz1 ay1do2  ar1ags
a31 dsz2 ass ai1dz1 ay1832 ai14ass
ai a2 ais
-aRi+R— R
- anRy + Rs — Rs 0 ai1axe — 2821 ai1823 — a13a21

0 arase — aipast  ar1ass — a13as
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Determinant: 3 x 3 Matrix
If A~ I, one of the entries in the 2,2 or the 3, 2 position must be

nonzero. Let’s assume it is the 2, 2 entry and continue the reduction’

booR3 — R: a az 3
i b;R: N R33—> R, 0 ai1ax —aneaz araz — aizaz |,
0 0 an A

where A is an expression involving the entries of A. We can state the
following:

~

If Ais invertible, it must be that the bottom right entry is nonzero.
That is
A 0.

Note that if A = 0, then A would not be row equivalent to / making
A singular. We will define the determinant to be A.

J

"The factors shown here are ba, = a11822 — @12821 and bsy =-a11832 — 312831
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Determinant: 3 x 3 Matrix
We can rearrange the term A and state the determinant in an easy to
remember way.

A = ay1(aass — aspars) — ai2(a@z1as3 — @3as1) + ai3(az1as2 — ax»as)

Notice that each expression in parentheses is a product minus product, i.e.,
they look like determinants of 2 x 2 matrices! We can restate these as
determinants and arrive at the following formula for the determinant of a 3 x 3
matrix.

3 x 3 Determinant

ain a2 a3
ForA=| a»1 a» ao3 |,the determinant
as1 dz2 ass

a a a a a a
det(A) = gq1 det 22 - —ajo det 21 23 +aj3 det 21 22
dasp  ds3 asy ass azy das2
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