July 14 Math 3260 sec. 51 Summer 2025

5.5 Compositions & Similarity

Suppose S: R" — RPand T : RP — R™ are linear transformations, then we
can ask about the composition

ToS:R"— R™.
<T° 3\&\:\’(8@4\ =T(ng‘>‘43 - Ac (/\s 3?3
S = N,
Ppose S(X) = AgX, and T(y)=Ary. (Achsd X

How is the standard matrix for the composition related to the standard
. n '
matrices of Sand T (Le Noee @“Mﬁr A‘r /\s

This gives the primary motivation for the way matrix multiplication is defined.
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Matrix Multiplication is Composition

X — AgX Asx — Ar(As)X
— —
N G RS
As~pxn Ar~mxp
ATASmen

Figure: X is mapped from R" to RP, then AgX is mapped from RP to R™. The
composition maps from R" to R™.

S:R"— R = As~pxn
T:RP —R" = Ar~mxp
ToS:R"—R™ = ArAs~mxn
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Example
Suppose that S : R® — R? is the linear transformation

S((x1,X2,X3)) = (2X1 + X2,2X1 + X2 + X3)
and suppose that T : R? — R® is the linear transformation

T(<X1 R X2>) = <—X1 ,3Xy — Xo, —2Xy + 3X2> .
Find the standard matrix for the composition T o S.

The (—,hc_.Q A0 NN u/\m_\l \9~e_ 3w 3.
F‘.V\é AS P AT

S(3,)= 02,2 . &z \ o)
S(Ez\__L\,|7 p\g 2 \ \
S(_e)3> = <O, \7 -\ (@)
B} 3 7!
T = (L3 Py Lz 3

T2 = Lo
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Reflection in Line Through the Origin

Figure: We want a transformation T to reflect a vector through a line through
the origin that makes an angle 6 with the x;-axis.

We’ll do this in three steps.
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Start w/ Line & Vector

HL

Figure: The line L makes an angle 6 with respect to the x;-axis. We want to
reflect the vector X through it.

cosfl sing | o Lo = -
—sinf cosﬁ]x’ callthis y,i.e., ¥y = R_y(X)

Apply:  R_y(X) = {
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Rotate # Clockwise

Figure: Rotate through 6 clockwise using R_y. L becomes the x;-axis.

Next apply: PX1(;7):H _Hy, call this 2, i.e., %= Py (7)
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Reflect Through x;-axis

Figure: Reflect through the x-axis using the Reflection transformation P, .

cosf —sind } -

Finally apply: Rg(z)—{sine 2o |2 thisis T(%), e, T(%)=Ry(2)
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Rotate § Counter Clockwise

Figure: Then we rotation back through 6 in the counterclockwise direction by
applying the transformation R,.

The total transformation is

T =Ryo Py, 0R_y, (recall Ry = RZ})
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Similarity

Our complicated reflection through a line that was not horizontal can
be done with the “simple” reflection through a horizontal line. Note that
the matrix for this is the product

Ar = AZjAp, A p.

Note that the form of this is a matrix sandwiched between a matrix and
its inverse. The complicated prejestion T is said to be similar to the

simple prejeetion Py, . cef\e chon

r‘eg\'\-ec)‘\.bv\
Note that this only makes sense if we’re mapping from R" back to itself.
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Similarity
A linear transformation 7 : R” — R" is said to be similar to a

linear transformation S : R" — R" if there exists an invertible
linear transformation P : R” — R" such that

T=P'0SoP.

Likewise, an n x n matrix A is said to be similar to an nx n matrix
B, if there exists an invertible n x n matrix C such that

A=C'BC.

Note that this can be viewed either direction since T = P10 So P and
A= C~'BC imply

S=PoToP ' and B=CAC'
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Using Similarity .

Consider the matrix A = 18 7 ] . Suppose we want to compute
A°.
-8 -8 -8 -3 -8 -3
9 _ _
A_AAAAAAAAA_[18 7][18 7] {18 7}

nine factors of A.

Compare that to computing D% if D = L —2 0 }

seone (20
e R e e

4 ¢yt o
D = i; IS ( q’}
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(R 5) o-[ ) e[2 1] e[ 4 1]
What if we know that D = C~'AC which means that A= CDC~1?
Show that D> = C~'A?C and D® = C~1A3C.
> - (CA) (A - ¢ A (cEDAC
- AT AC = Clapc = CAC
- w5 : (A (EAO) < AT (CEHAC
LSt Ae < CRTAC - SAC

July 12, 2025 13/101



Powers of Similar Matrices

If A and B are similar matrices, with B = C~1AC for some invertible
matrix C, then for every integer n > 1

B"=C'A"C.

This means that A2 = CD°C~". That’s two matrix multiplications
instead of eight matrix multiplications.
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a_ 3\ 512 © (I
P\ (72 \‘}Lo 1}[—2 3,}
. e} \ Slz Ayl kS
2 \ -2 3
3(-5ny-2 3(s12N+*3 -1S$38 (537
Q-3 -1 QY ¥ 3 ) {,/oz(o (02>
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5.6 Linear Transformations for General Vector Spaces

Linear Transformation

Suppose V and W are vector spaces. A linear transformation from V
to Wis a function T : V — W such that for each pair of vectors X and

y in V and for any scalar ¢
1. T(X+y)=T(X)+ T(¥), and
2. T(cX) = cT(X).

The only difference is that we've replaced R" and R™ with V and W.

July 12, 2025 18/101



Example
Consider the vector spaces C'(R) and C°(R). The transformation
D:C'(R) — C°R)
defined by
D(f)=f
is a linear transformation. / (
|
r\Z{ ce2Q (-‘; +3> = {— Al %‘
D) = D) < P3)

( I

(c§): cF
D(cf) = ¢ OU)
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If V-:and W are vector spaces and T : V — W is a linear trans-
formation, then T(0y) = Oy .

Prok Lk VU e oy veckse U, & L4 Q*—T(ff)_
W. Fecald

S° \i, NS S s \/C-C‘VO“ KN

=
>

OR - O, =2 0%+ Ou .
T3, T(o3)-0T(¥)=05= 0.
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Range & Kernel

If V and W are vector spacesand T : V — W is alinear transformation,
we define the range of T to be

range (T) ={y € W | T (X) = y for at least one X € V}
and we define the kernel (also called null space) of T to be

ker (T) = {)‘ee V| T(?):GW}.

Let V and W be vector spaces and T : V — W be a linear transforma-
tion. Then range(T) is a subspace of W and ker(T) is a subspace of V.

dim(range(T)) + dim(ker(T)) = dim(V).
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Invertibility

Suppose that V and W are vector spaces and suppose that T :
V — W is a linear transformation. We say that T is invertible
if range(T) = W and T is also one—to—one. If T is invertible,
then the inverse of T is defined to be the function T-1: W — V
defined by

—

T~ (¥) = X where X is the unique vector in V such that T (X) = .

J

The equation dim(range(T)) + dim(ker(T)) = dim(V) implies that T can only be invertible if
dim(V) = dim(W). Of course, even if dim(V) = dim(W) a transformation may not be invertible.

It is also the case that if T is invertible, then T—1: W — V is also a linear transformation.
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Example D : C'(R) — C°(R) where D(f) = f'.
Let’'s show that D is not invertible’.

1. 1f f(x) = cos(x), find D(f) = - Sen s
2. If g(x) = cos(x) — 3, find D(g) = - Srwx

3. How many solutions are there to the equation D(f) = —sin(x)?
lV\-P.A.\'\'L\U oy —(‘— C%Lb ‘Cl&é)‘:— Cos X+ C pbré\,\\g S-(o‘C-f

4. Why does the above imply that D is not invertible?
s el ot o one
fe var (™) 6 »UEY=260)=0

5. What is ker(D)? _
(‘onss\'rm\v Q—u-\c,k\\‘/\f

The Wacnad conraws e

"The Fundamental Theorem of Calculus does indicate that range(D)-= C°(R).
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Powersof T:V = V

If T:V — Visalinear transformation, we can compose T with itself
and represent such compositions as “power.”

T2 = ToT
T3 = ToToT

For example, consider D : C*°(R) — C*°(R) defined by D(f) = f'.
Then
D(fy=f", D¥f)=f", ... D"(f)=f",
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Remember this Lemma?

Lemma

Suppose that S is a subspace of a vector space V and B =
{Vq,...,Vk} is an ordered basis of S. If X and y are any two
vectors in S and c is any scalar then

1. [X+ Y]z = [X]z + [V]z and

2. [eX]g = c[X]g.

\ J

This means that the transformation from S to R¥ that maps X in S to
the coordinate vector [X], in R” is a linear transformation!

Plus, dim(S) = k because there are k basis elements, and
dim(R¥) = k, so the dimensions of the domain and codomain are the

same, K.
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Finite Dimensional Subspaces & Coordinate Mappings

Suppose S is a finite dimensional subspace of a vector space V and
B = {Vi, Vo,...,V} is an ordered basis of S. Recall that for vector
X eSS, if

X =C1Vi + CoVo + - - - + Ck Vi,

the the coordinate vector relative to the basis B is
[X]g = (c1, €, ..., Ck).

The mapping from X to [X]5 is a linear transformation. To refer to the
transformation to go back from [X]s to X, we’ll write

1

[[)_(']B}_1 :f, that is [<C1,CQ,...,Ck>]; = Cq \71 +02‘72+"'+Ck\7k.

We're going to call this process, X — [X]z, of going from X to [X]z a
coordinate mapping.
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Examples

Consider a simple example. Let S = P, with ordered basis
B = {1,x,x?}. Find

1 [plsifp(x) =2x® —4x+5  LPlg® (¢, 2

o pwz e G+ X

[plg= (5.4, 2P

.
2. [(—4,3 12)]%1 o U (D) e Tx +12xF = oM e 3Xe X

3. [6x —3x? +19 ALy ¢ -3V
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Examples
Consider a slightly more complicated example. Let

S= {[ g 2 } ‘a, de R}. This is the subspace of M.,» matrices all
having zero off the main diagonal. Consider the basis

s={lo o) s 7]}
Find
Hg 2”3 L@gﬂ&l: e, ) whes
=<S,7.7
VR C‘_,_—.S
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Examples
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Working with Coordinate Vectors

Let S be a finite dimensional subspace of some vector space V, and
let B = {Vy,b,...,Vk} be an ordered basis for S.

Goal: We want to understand a linear transformation 7: S — S.

Process:
> Pass to coordinate vectors in R* using the coordinate mapping [-]s.

> Find a transformation Tz : R — R¥ that does what T does in R¥. This
means we have to find the right matrix Az.

» Do the transformation Tz : R¥ — R on vectors in R* using matrix
multiplication.

» Pass from coordinate vectors back to the images under T (the vectors in
S) using the inverse of the coordinate mapping [-]g‘.

Note: The dot in ]z is just a place holder. It just means something goes
there.
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[l [

R R

Tg

Figure: Schematic for construction of T = []5" o Tz o [

T will have standard matrix Az which we can call the matrix of the
linear transformation T with respect to the ordered basis 5.

To make the notation less complicated, we’ll drop the B as long as the context
is clear. That is we’ll write

-] inplaceof [-],;, and A instead of Ag.
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The Matrix A for Tz : RX — Rk

Forxe S B
T(X) = [A[se]}

where A is the k x k matrix whose columns are the coordinate vectors
of the images of the basis elements under T.

Col;(A) = [T(V})]. (the Vs are the basis vectors)

1. Put the basis elements from Binto T.
2. Write their coordinate vectors relative to B.
3. Make these the columns of a matrix A.

4. Do whatever we want with A.
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Let S be a finite dimensional subspace of a vector space V and B =
{Vi,...,Vk} be an ordered basis for S. Let T : S — S be a linear
transformation and let A be the matrix of T with respect? to the ordered
basis 5. Then

1. For any vector y € range(T), T (X) = y if and only if A[X] = [y].

2. The set of vectors {J/1, y>, ..., Yo} is a basis for range (T) if and
only if the set of vectors {[y1], [J2] , . . ., [Vp]} is a basis for CS (A).

3. The set of vectors {X1, Xz, ..., Xq} is a basis for ker (T) if and only
if the set of vectors {[¥1], [X2], ..., [X;]} is a basis for V' (A).

4. Foranyinteger n>1andany X € S, T"(X) = [A" [X]] .

#Col;(A) = [T(¥)]-

\. J
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Example: P3 = {po + p1X + poX2+ p3x® | po, p1, P2, P3 € R}
Let D : P; — P3, with D(f) = f'. We can use the ordered basis
B={1,xx%x%}.
Identify the matrix A with respect to the basis 5 for D.
loe wneed —D <\'>a$‘§ e\%\.ksy

DIGEE ¢ heed ['D(\,,z,gr e\em‘vf{x
© (X)-— L \—',D(D’.B__ {0’} :(Cg)c,_)(?_) C=?) oy
D(x)=2x B

1 0O - Ce(\\.+c‘ X + C—.r)(’-*r Cs
D ()= 3x% |
E’D(I\] = (o, 0,0 >
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D: Py — Py, with D(f) = ' B={1,xx2,x°}.
Co6): (W) = Oo,e
P )= (o) - 40 2, °'°>
(o) - L3 = (s,0,3.°D

O\OO
0O 0 2 O
A 6 0 o 3
ocoo

July 12, 2025

35/101



[eoNeNoNe)
[eNeNe R
OO NO

D:P3 — Pg,with D(f) = ' B={1,x,x3,x3}, A_|:

o WwWwoo
I — |

Let p(x) = po + p1x + p2x? + p3x®. Find D(p) by
1. finding [p] = L oo, @1, P- €D
2. then finding A[p].

l—\(.?j_' (C; <6’°n.@\)()2,9?> = é?‘J’Z?Z)ge?/ o)

ol O
QO 1
o 0
o ©O

cCcCccC

3. then finding D(p) = [A[p]]

_\ 3
D (p)- LLe., 200,30, 0 )= P 2Rx 30 s OX

N
= ZP-,_\( + 3¢ %
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D:Py — Pg,with D(f) = B={1,xx3x3} A=

OO NOo
o woo

[oNeNoNe)
[eoNeNo

Identify range(D) and ker(D).
Y—l«- W< Monse. %ﬁk (7§\I§‘r Ca\u-\/\-\v\_(' 0(/ A\

6 \ & o N \voef O
YUk o
crefk (A= oo Vo ¢ o L .
0 (6) 13} ( Q J —31 '\A !
6 0 0O 0
A bes s -ch CS(A\ \S
{, <\1O:°/07, <0, 1,0/07, éo) O)?/Dvgl
Coe need 1nvOrses -\
[él,\/b,\})j-\ = N, (dol_zj°/°7'] =
1. range(T) has basis {J1, >, ..., ¥} if CS(A) has basis {[A]. 7], [Vp) }

2. ker(T) has basis {X1, Xz, ..., Xq} if N(A) has basis { [%1], [%2] ,.--, [Xq] }
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D:P3 — Pg,with D(f) = B={1,x,x3,x3} A_|:

[oNeNoNe)
oo Oo
o woo

[eoNeNo

-\
[( o)o)’g,°>j - 3>(L
[aY \obe"\_Y. Lor oAt (D\ \S { \, Zx/ Zx"} ,

Fo kec(D) fnd o kesic Lo N(AY,

o] i) = (2 Yo K

2= N5 = Xu=0
XK= L%, 0,8,00= % V5,0, & bervr & NM(A)

00G

o

X\ < (NS

is {/C\/$)5/5>§‘

A beers foo e (DY i¢ ‘(,\1.
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0100
D:Py P withD(f) = B={1xxx} A=|2 0 20
-3 3y y Xy A 0 0 3
0

OO N O

0 0

Find the vectors p in P3 such that D(p) = 2x? — 3x + 4. In the language of

calculus, this is the same as finding all solutions to [(2x? — 3x + 4) dx.
bk goa= Ax-3xx . [9)- (4.-3,2,070

qu
o100 chQ 2;?8-;‘/,_ g_u—}’
‘32%0'3 s 0o | |3 z =
O o o ?) g o 6 OO o Pj.. }j
¢ L’V‘-‘L
£ Te) - Looppe, 0
= pe, Y, h B
- 2 v, 22
- -+ X
poas [Low, 3 35 = P o X T

><+C
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Example

Let S = Span{e®*, xe**} be the subspace of C>(R) with ordered basis
B={e®,xe®*},and let D : S — S be the derivative transformation

D(f) = f'. Find the matrix A with respect to the basis, and use it to
evaluate

/ xe?* dx.

That is, find all vectors f in S such that D(f) = xe?*.
L need D) a2 D(xe™
' i = (2,0
D) - ae [oe 1) =« |

2X

D (k&) - € v2xe (p(x) ] =
A_ [% \] . Can -Q-\'\ac(. 'C
- 2
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ACEY)-(g) U o6n = o
(s Lo, 1D '

7 \7_} Le iy = LoD

BAHREENR IR
[e)- (=, 5D

2x
Lon - L _62)(1» IS

o \lcc,&—-ci( I g Su.O&'\ ‘\/Lc\

The constant of integration can't
r‘> ( £ \ X e X pe picked up because constant

functions are not elements of S.
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S — Span{e®, xe?*}, D(f)=f A= [ ° ) }
It's not too hard to find that A* = { 18 ?2 ] Find f®(x) if
f(x) = 4e? — 3xe*.

The cocdindle vedsc Goe © s (Q}- <q'_'3>_

F—\ [e)- &{b St X(“‘ -3 = (M-96 -“R) = (-37, "\‘B)

> g(\?x\ = L( 32, -‘4‘573 -’31@—-“(‘8)(6

n n—1
Turns out that A” = { 20 n(2 2r)7 ]
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