June 15 Math 3260 sec. 51 Summer 2023

Section 1.9: The Matrix for a Linear Transformation

Recall Linear Transformation

A transformation T : R” — R™ is a linear transformation pro-
vided for every vector u and v in R” and every scalar ¢

T(u+v) = T(u)+ T(v), and

T(cu) = cT(u).

Recall Elementary Vectors

We use the notation e; to denote the vector in R” having 1 in the
i position and zero everywhere else. There are n such vectors
in R, and they are the columns of the n x n identity matrix.
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Standard Matrix of a Linear Transformation

Let T : R” — R™ be a linear transformation. There exists a
unique m x n matrix A such that

T(x) = Ax forevery xeR".

Moreover, the j column of the matrix A is the vector T(e;), where
e; is the j™ column of the n x n identity matrix /,. That is,

A=[T(e1) T(ex) --- T(en).

The matrix A is called the standard matrix for the linear trans-
formation T.
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Onto and One to One

Definition

A mapping T : R” — R™ is said to be onto R™ if each b in R™
is the image of at least one x in R"—i.e. if the range of T is all of
the codomain.

Definition

A mapping T : R” — R™ is said to be one to one if each b in
R™ is the image of at most one x in R".
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Some Theorems about Onto and One to One

Let T : R” — R be a linear transformation. Then T is one to
one if and only if the homogeneous equation T(x) = 0 has only
the trivial solution.

Let T : R" — R™ be a linear transformation, and let A be the
standard matrix for 7. Then

(i) T is onto if and only if the columns of A span R™, and

(i) T is one to one if and only if the columns of A are linearly
independent.

J
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Remarks

Suppose T : R” — R™ is a linear transformation and A is the
standard matrix for T.

» If T is onto, then
> the range of T is R,

> the equation T(x) = b is always solvable,

> the system Ax = b is always consistent.
» If T is one to one, then
> T(x)= T(y) implies thatx =y,

» Ax = 0 has no free variables.
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Example

. 3 2
Consider the linear transformation T:R°—>R
(X1, X2, X3) = (X3, X1 + X2)

Determine the set of all preimages’ of 0. State the solution as a span.
e et o Cheredhorze QL 3 “n e
el Hed TR0, A5 fr
ghndocl aekioe AL X L)

TRy, TE@ TED: |

T(2)-TG a0 = (0, 1x0d= (0,10
T(e)=Tlo,sy = (6,0%) )= (0,10

'This actually has a special name. The set of all preimages of the zero vector is
called the kernel of T.

June 15, 2023 6/72



T(_é’s\" T(o)o)\) = C\,)O‘f07’= C\Jé)

A= Y’O\ O\.;] o e weed e SelvAim s

T Ax R e rv\e\\}c,é pod v VS
0 @\@l VLo o (4,&
E\ \) oo 1 o) "
e Vi X7 |w iij
- '0)(,\ A X = S v
Xy S {res s 5 o

N3 = O

June 15, 2023

7172



June 15, 2023

8/72



Section 2.1: Matrix Operations

Recall the convenient notaton for a matrix A

ayn a2 - din
a1 dop -+ A2p
A=la; a - ag=| . .
am am2 -+ damn

Here each column is a vector a; in R™M. We'll use the additional
convenient notation to refer to A by entries

A = [a].

ajj is the entry in row / and column j.
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Main Diagonal & Diagonal Matrices

The main diagonal of a matrix consist of the entries a;;.

ayr a2 a3 -+ an
a1 82 dxa -+ dop
a3y dxp da -+ dsp
am am ams -  amn

A diagonal matrix is a square matrix, m = n, for which all entries
not on the main diagonal are zero.

an 0 0 000 0
0 doo 0 s 0
0 0 ass 0
0 0 0 ann
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Matrix Equality

Matrix Equality:

Two matrices A = [a;] and B = [bj;] are equal provided they are
of the same size, m x n, and

aj=>b; forevery i=1,....m and j=1,....n

In this case, we can write
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Scalar Multiplication & Matrix Addition

We have two initial operations we can perform on matrices.

Scalar Multiplication:

For m x n matrix A = [a;] and scalar ¢

CA = [cay].

For m x n matrices A = [a;] and B = [bj]

A+B:[a,-,-+b,-j].

Note: The sum of two matrices is only defined if they are of the same
size.
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Example
Consider the following matrices.
1 -3 -2 4 2 0 2
A:[—z 2 } B‘[ 7 o]’ and C_[1 —4 6]

Evaluate each expression or state why it fails to exist.
(a)3B = 3(-2> 3(@] L T

(™ 3 2 ©
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Evaluate each expression or state why it fails to exist.

-2 2 7 0

(b)A+B _ L -2 _ 4\ j L_\ \’B
2<%} 2 &0 S ra

©C+A  This s neb labed T
A Aens SN DL C ens A Ot

A\: Q’%Ww\"

1
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The mx nzero matrix has a zero in each entry. We'll denote this matrix
as O (or Op , if the size is not clear from the context).

Theorem: Algebraic Properties of Scalar Mult. and Matrix Add.

Let A, B, and C be matrices of the same size and r and s be scalars.
Then

()A+B=B+A (V) r(A+B)=rA+rB
(i) (A+B)+ C=A+(B+0C) (Vi) (r+s)A=rA+sA
(i) A+O=A (vii) r(sA) = s(rA) = (rs)A
(V)2 A+ (—A) =0 (vii) 1A = A

#The term —A denotes (—1)A.

June 15, 2023

15/72



Matrix Multiplication

We know that for any m x n matrix A, the operation "multiply vectors
in R" by A” defines a linear transformation (from R” to R™).

We wish to define matrix multiplication in such a way as to correspond
to function composition. Thus if

S(x) =Bx, and T(v)=Av,

then
(T o S)(x) = T(S(x)) = A(Bx) = (AB)x.
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Matrix Multiplication

X—Bx  Bxw~ A(BX)
P ="

B~nxp A~mxn
AB~mxp

Figure: x is mapped from RP to Bx in R". Then Bx in R" is mapped to ABXx in
R™. The composition is a mapping R° — R™. This is only defined if the

number of rows of the matrix B is equal to the number of columns of the
matrix A.

=] =3 = = E 9Dac
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Matrix Multiplication

S:RP—R" = B~nxp
T:-R" —-R™ — A~mxn

ToS:RPF —R" — AB~mxp

Bx = x1by + xobo + - - - + xpbp =

A(BX) = x1Aby + x2Aby + - - + XpAb, =

AB=[Ab; Aby, --- Aby]

The j column of AB is A times the j column of B.
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Product of Matrices

The product AB is only defined if the number of columns of A (the left
matrix) matches the number of rows of B (the right matrix).

AB

mxnnxp

|

mx p
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Example
Compute the product AB where

_| 1 -3 f2 0 2
A_[—Z 2] and 5_[1 _46]

éyﬁ b (3] e ) )
S e L0 1)

e [ B

- 03] (3 Y]
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Row-Column Rule for Computing the Matrix Product
If AB = C = [cj], then

n
Cj = Z a,-kbk,-.
k=1

(The ij™ entry of the product is the dot product of i row of A with the
j* column of B.)

For example, if Ais 2 x 2 and Bis 2 x 3, then n = 2. The entry in row 2
column 3 of AB would be

2

Cos = > Azkbys = @z1b13 + apobos.
k=1
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Example

For example: AB—[1 _3][2 0 2]—

2 2 ||1 -4 6
A T

s y1x3 -\ \z -G
2x 3 s -2 B8
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Let A be an m x n matrix. Let r be a scalar and B and C be
matrices for which the indicated sums and products are defined.
Then

(i) A(BC) = (AB)C

(i) A(B+C)=AB+ AC

(i) (B+ C)A=BA+ CA

(iv) r(AB) = (rA)B = A(rB), and

(V) InA=A= Al
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Critical Remarks

1. Matrix multiplication does not commute! That is, in general
AB # BA. In fact, the validity of AB does not even imply that
BA is defined.

2. The zero product property does not hold! That is, if
AB = O, one cannot conclude that one of the matrices A or
B is a zero matrix.

3. There is No cancelation law. That is, AB = CB does not
imply that A and C are equal.
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Compute AB and BA where A = [ (1) g ] and B = { _41
A¥ A
zx@‘l z"@q
%1 Zx*

e (605 :)
e [ ORT)- B

AR + BA
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Compute the products AB, CB, and BB where A = [ 0 1 ]

o[ S [0 1] h
[:;X[ AB [E S] AE= CR
RS e
g el B0

K+O

w
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Matrix Powers

Positive Integer Powers:

If Ais square—meaning Ais an nx n matrix for some n > 2, then
the product AA is defined. For positive integer k, we’ll define

AF — AAF-T

Zero Power: We define A° = I,, where I, is the n x n identity
matrix.
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Transpose

Definition: Matrix Transpose

Let A = [a;] be an m x n matrix. The transpose of Ais the nx m
matrix denoted and defined by

AT = [aj,-].

For example, if

b
e

- O
O T

a d
_ T _
A_[d ], then A’ = ? .
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Example
1 -3 2 0 2
A:{—z 2 } 52[1 —4 6]
Compute AT, BT, the transpose of the product (AB)', and the product

BTAT.

We already computed AB = { -hoe 7;6 } in a previous example.

T A
A - lfg -

June 15, 2023 31/72



vl

Y - -2 ~ N
er\a) {\L -3 2 A

"(ﬁ 8 3x2 Lx
Ix T
| Kr\ "LAX -l -7
S ) -
(\310\ = 12‘ ’\1(0\\ & (z -8
lo B

June 15, 2023 32/72



Properties-Matrix Transposition

Let A and B be matrices such that the appropriate sums and
products are defined, and let r be a scalar. Then

(i) (AN =A

(i) (A+B)T =AT + BT

N S S
(iii) (rA)T = rAT (ARC): C B A

(iv) (AB)T = BTAT
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Section 2.2: Inverse of a Matrix

Consider the scalar equation ax = b. Provided a # 0, we can solve
this explicity
x=a'b

where a~' is the unique number such thataa=!' = a'a=1.

If Ais an n x n matrix, we seek an analog A~' that satisfies the
condition
ATTA=AAT = |,

» If such matrix A~" exists, we'll say that A is nonsingular or
invertible.

» Otherwise, we’ll say that A is singular.
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2 x 2 case

a b

Let A= [ c d ] . If ad — bc # 0, then A is invertible and

I d b
A T ad—-bc| —c a |’

If ad — bc = 0, then A is singular.

The quantity ad — bc is called the determinant of A and may be
denoted in several ways

det(A) = |A| = ‘ = ad — bc.

b
d

a
c
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Find the inverse if possiblé

(a) A=[_31 g] AX(A) =306r- eDCRY = 17 F

Lk o 2 K oness

/_\-‘5 s Q")V\S U\lo_(‘

-\ \ S -t = -
S T V3
. '\ A NF oo
Chocle - '?l X\ "\ 5} ¥ [o \:v}
.



Find the inverse if possible

o a-[31]
A2 (p) =2y - 6> = O

. =)\

A s singler Ly A

\ \
Aoegpv‘j(’ \.Q\(\S’\l' .
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