June 22 Math 3260 sec. 51 Summer 2023

Section 3.1: Introduction to Determinants

Definition: Determinant

For n > 2, the determinant of the n x n matrix A = [g;] is the

number
n

n
det(A) = Y ai;Cyj = (-1)"a;M
J=1 j=1

Remark: Here, M; and Cj refer to the i, j™ minor and cofactor,
respectively.

Remark: Note that the determinant is a number. At least for the 3 x 3
case, we defined it so that this number is nonzero if A is invertible.
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Examples

[ -1 3 0
Evaluate det(A). A= | -2 1 2
| 3 0 6
Using the definition
1 2 -2 2
det(A) = —1 0 6‘3' 3 6‘+0'

Find all values of x such that det(A) =0. A= 0
0
We took the determinant using the definition.
2—X 4 0 4
det(A) = (83— x) 3 1 x -2 0 1—x




General Cofactor Expansions

The determinant of an n x n matrix can be computed by cofactor
expansion across any row or down any column.

We can fix any row / of a matrix A and then

n
det(A) = Y (—1)Ha;M;
j=1

Or, we can fix any column j of a matrix A and then

n
det(A) = Z(—1 )’+/a,jM/j
i=1
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Example

Evaluate det(A).
Us\/\g oW A

-1 3 4 0
0O 0 -3 0
A= -2 1 2 2 A&%\—_ QZ\C_L\+C\hC7_7_+ 0\2361’5*‘0&2\1(2‘1
3 0 -1 6 J K s
-l 3 o
SR = %3 Cea = (D z U2
3 060 b
= 2(18) = vy
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Triangul

The nx nmatrix A = [a;] is said to be upper triangular if g; = 0

ar Matrices

forall i > j.

It is said to be lower triangular if a; = 0 for all j > /. A matrix

that is both upper and lower triangular is a diagonal matrix.

Upper Triangular

ain
aop
asn

ann

ar
ao1
ass

0o 0 - 0
aoo 0 C 0
ap asg - 0
ap2  danmz - ann

Lower Triangular
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Determinant of Triangular Matrix

For n > 2, the determinant of an n x n triangular matrix is the

product of its diagonal entries. (i.e. if A = [a;] is triangular, then
det(A) = ay180 - - - apn.)

Example: Evaluate det(A)

7 0 00

L |3 8 00 dX (D) - 3o @ )
0 -1 20
4 2 2 2 = M2 (1) = (6%
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Example
Evaluate det(A)

-13 4 0 2
0o 2 -3 0 -4
A=| 0 0 3 7 5
0 0 0 -4 6
0O 0 0 0 &6

dX(AY: D) (1 O 6)

= 6@ = 1M

June 22, 2023 8/59



Section 3.2: Properties of Determinants

Let Abe an n x n matrix, and suppose the matrix B is obtained from A
by performing a single elementary row operation?. Then

(i) If Bis obtained by adding a multiple of a row of A to another row
of A (row replacement), then

det(B) = det(A).

(i) If Bis obtained from A by swapping any pair of rows (row swap) ,
then
det(B) = —det(A).

(iii) If B is obtained from A by scaling any row by the constant k
(scaling), then
det(B) = kdet(A).

2lf "row” is replaced by "column” in any of the operations, the conclusions
still follow.
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Example

Compute the determinant by first performing row operations to obtain a
triangular matrix and recording the effect of each row operation.

o 1 2 -1

s |\ 2 -\
2 5 -7 3 Lok /\__ z S 3 3
0 3 6 2 ° ke
-2 -5 4 -2
R ov
(\21+ E"'_) \eb' ’
O replacrnohs
o \ 2z =\ @ Swey @
- S -F 3 |
o 2 - T @ (‘cr; ﬁ»wvmwul'
o -3\
© é) Swey (—YF)

S
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Results on Determinants

The n x n matrix A is invertible if and only if det(A) # 0.

For n x n matrix A, det(A™) =det(A).

For n x n matrices A and B, det(AB) =det(A) det(B).
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Example
Show that if A is an n x ninvertible matrix, then
1

det(A™") = Jet(A)

NO\’Q, N\/\o\ /_\A\ :1 . $o

(AR - dek (D)= %

Ty Yho ?pe\,:u-.f Mo ore
Lr(ART) = A xR )= g
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Example

Let A be an n x n matrix, and suppose there exists invertible matrix P
such that'

B= P AP.
Show that

det(B) = det(A).
d&(B) = LX(FAT)
= A ax 0 dx (pY wrl.

N\ °

= A&(Ay I (€7) dX(P)

'The process of multiplying by P~ on the left and P on the right is called a
similarly transform. The matrices A and B are said to be similar:
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- M(g\ \ &X(P)
A )

= a2 A,
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Section 3.3: Cram er’s Rule, Volume, and Linear

Transformations

Cramer’s Rule is a method for solving some small linear systems of

equations.

For n x nmatrix A and b in R”, let A;(b) be the matrix obtained from A
by replacing the i column with the vector b. That is

Ai(b) =[ai---a; 1 baj---ap]

ann a2 ais b
Example Suppose A= | a1 a» a3 | andb= | b, |,then
az1 das2 dass

ay a2 by
a3y azx bs

As(b) = [ a1 axn b
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Cram er’s Rule

Let A be an n x n nonsingular matrix. Then for any vector b in
R", the unique solution of the system Ax = b is given by x where
det A;(b)

I detA 9 / 9 9

Remark: The condition det(A) # 0 is necessary for Cramer’s rule to be
a viable method. This allows for the solution to be given in terms of
ratios of determinants.

Remark: If det(A) = 0, the system may be consistent, but another
method is required to make a determination.
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Example

Determine whether Cramer’s rule can be used to solve the system. If

S0, use it to solve the system.

2y + X = 9

—= > 3
-x1 + 7xp = -3 = AX—E

ERSLARE

A —
dx(Ay= @) - (oW = LT LS

M(A) #Q S C,ro'mac‘s Vw—\g qff\xeg
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A G- [‘3 ‘}
33

(A ()= 9G) -(3)0)

2y V2 Q
A, () &-\ 13]

= G3<3 ~ Q(o

da(Ay= 19

NN

(A, (D) = 2(3)-¢14

:—(o-kcl 33
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Application: Laplace Transforms

In various engineering applications, electrical or mechanical
components are often chosen to try to control the long term behavior
of a system (e.g. adding a damper to kill off oscillatory behavior).
Using Laplace Transforms, differential equations are converted into
algebraic equations containing a parameter s. These give rise to
systems of the form

3sX — 2Y =
—-6X + sY = 1

Determine the values of s for which the system is uniquely solvable.
For such s, find the solution (X, Y) using Crammer’s rule.
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3sX — 2Y = 4

86X + sY = 1 [1 z}&{ﬂ ﬁ]
A b

Ax(AY = 35 () - (L)) =35t — Vo
Lk(Ay=0 3 3(E-0-0
L g2 or 5=z

T\'\Q Sjs—\tm s Qr\xﬁde\g S@\LQ\OL‘?\ \;
s+ 2.

> 3§ Y
- 1E] L Al |

June 22, 2023

25/59



c\,ﬂa(/—\l(l)>‘-“1g+2 o A (AE) =B +2M
A (A = 3(£- 1)
\:‘ur‘ S+ il) .\&\_9_ gﬂ\l/‘k'“;"\

Msv2 Bee2M  s*B

and = =

o 3 (g - BTN s
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Area & Volume

If u and v are nonzero, nonparallel vectors in R?, then the area of

the parallelogram determined by these vectors is |det(A)| where
A=uv].
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https://www.youtube.com/watch?v=Ip3X9LOh2dk

Example

Find the area of the parallelogram with vertices (0,0), (—2,4), (4, —5),
and (2,—1).

-
%
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Ao = 1 dx(aY
AAER

= | 2 Cs) -
= lio-lb) = b
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Volume of a Parallelepiped

If u, v, and w are nonzero, non-collinear vectors in R3, then
the volume of the parallelepiped determined by these vectors is
|det(A)| where A= [u v w].
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Example
Find the volume of the parallelepiped with one vertex at the origin and
adjacent vertices at (2,3,0), (—2,0,2) and (—1,3, —1).
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Section 4.1: Vector Spaces and Subspaces

Recall that we had defined R” as the set of all n-tuples of real numbers. We defined
two operations, vector addition and scalar multiplication, and said that the following
algebraic properties hold:

For every u, v, and w in R and scalars ¢ and d

(i) u+v=v-+u (v) c(u+v)=cu+cv
(i) u+v)+w=u+(v+w) (v (c+du=cu+du
(i) u+0=0+u=u (vii) c¢(du) = d(cu) = (cd)u

(iv) u+(—u)=—-u+u=20 (vii) lu=u

We later saw that a set of m x n matrices with scalar multiplication and matrix addition
satisfies the same set of properties.

Question: Are there other sets of objects with operations that share this same
structure?
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Definition: Vector Space

A vector space is a nonempty set V of objects called vectors together
with two operations called vector addition and scalar multiplication that
satisfy the following ten axioms:

For all u,v, and w in V, and for any scalars ¢ and d

The sumu + visin V.

Uu+v=v+u.

(U+Vv)+wW=u+(v+w).

There exists a zero vector 0 in V such thatu + 0 = u.

For each vector u there exists a vector —u such that u + (—u) = 0.
For each scalar ¢, cuisin V.

c(u+v)=cu-+cv.

(c+ d)u=cu+ du.

¢(du) = d(cu) = (cd)u.

0. lu=u

OO NoORLN =
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> V is more accurately called a real vector space when we
assume that the relevant scalars are the real numbers.

» Property 1.,u+ v € V, is called being closed under (or
with respect to) vector addition.

» Property 6., cu € V, is called being closed under (or with
respect to) scalar multiplication.

» A vector space has the same basic algebraic structure as
Rn

> These are axioms. That means they are assumed, not
proven. However, we can use them to prove or disprove
that some set with operations is actually a vector space.
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An Example of a Vector Space

For an integer n > 0, let P, denote the set of all polynomials with real
coefficients of degree at most n.

Pp = {p(t) = po +p1t+---+pnt" | Po,p1,...,Pn € R},

where addition® and scalar multiplication are defined by
(p+a)(t) =p(t) +4(t) = (Po + o) + (P1 + 1)t + -+ + (Pn + gn) 1",

(cp)(t) = cp(t) = cpp + cpit + - - - + cpnt”.

q(t) = Qo+ Git + -+ + Gnt"
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Example B )e pot P4 Pt .. s -

What is the zero vector 0 in P,?

Let O(t) = ag + a1t + axt? + - - - + apt”. Find the values of ag, . .., ap.
> - = =
Ter P /\?ﬂl p+roO = P.

>

(b~ )W W« OW) |
.~ Cpavandt

(Por @0) + (prr@idb =

n

.f@n’e

[\

Pot P& ¥
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P°+ ao'— 6>° —;—5 &03 O

eora -p. D A0
@h‘éan;ev) -% a"n‘O

./\{/\akf l:i
6(-%) = 0~0t « ot v «Ot
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Example

If p(t) = po + p1t + - - - + pnt", what is the vector —p?

Let —p(t) = ¢p + ¢yt + Cat? + - - - + cut". Find the values of cy, . . ., Cp.

e buwsw Bat P a(p)=0

[\

(34 Co0)H = P+ &)
= (‘{)s*" Co\ + C{)VPCSJC‘\' .. ¥ C?"“\' Cw)‘é)ﬂ

\

=0 +0k+ ... ¥+ 0%

E,q\)a&rms e o
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A set that is not a Vector Space

o[

x <0, y <0} with regular vector addition and

scalar multiplication in R?. Note V is the third quadrant in the xy-plane.

(1) Does property 1. hold for V?

> b
= _ | ¥ & V= K 1
be¥ (VN {Ux ow W

\Q/\N\ \) So 7650‘350}?;.460“&
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X+ & €0 e YW 0

Rewe e ¥ s N
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A set that is not a Vector Space

o[

scalar multiplication in R?. Note V is the third quadrant in the xy-plane.

x <0, y <0} with regular vector addition and

(2) Does property 6. hold for V?
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V is not a vector space
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