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Chapter 1

The Vector Spaces R"

We will begin our study of linear algebra by introducing the vector spaces
R™, which are also known as the Euclidean n—spaces. As a student in an
introductory linear algebra course, you have probably completed Calculus I
and you are probably comfortable with working in the mathematical settings
of R and R?. You have learned to visualize R as the number line. It is a one—
dimensional object — a line that has infinite length. You have also learned
to visualize R? as the Cartesian plane. It is a two-dimensional object — an
infinite flat plane. Perhaps you have also completed (or are concurrently
taking) Calculus IIT and, if so, you have learned to visualize R* as three—
dimensional space. As human beings, we have the ability to form visual
pictures of R, R%, and R? because the physical world that we live in is three—
dimensional. When it comes to trying to visualize R* (or R" for any n > 4),
we don’t have the ability to form visual pictures. However, as will be seen,
we can still equip ourselves with the mathematical tools that are needed to
address problems involving R™ when n > 4 .

1.1 The Vector Space R?

1.1.1 What is a Vector in R%?

If P = (p1,p2) and Q = (q1,¢2) are two points in R?, then the directed line
segment from P to () is the arrow that points from P to (). We denote this

directed line segment by PQ). It is called a directed line segment because it
is thought of as “beginning” at the point P and “ending” at the point (). As

1



2 CHAPTER 1. THE VECTOR SPACES R"

an example, the directed line segment from the point P = (2, 3) to the point
@ = (5,10) is pictured in Figure 1.1.

X2
12r

10] Q=(5,10)

8+

P=(2,3)

X1

-zl
Figure 1.1: Directed Line Segment P@

Two directed line segments are said to be equivalent to each other if
they both have the same length and both point in the same direction. For
example the directed line segment P from the point P = (2,3) to the
point Q = (5,10) is equivalent to the directed line segment RS from the
point R = (6,1) to the point S = (9,8) because ]@ and }ﬁ both have
the same length and both point in the same direction. The reason that P
and RS both have the same length and both point in the same direction is
that the ending point of each of these directed line segments is reached from
the starting point by moving 3 units to the right and 7 units upward, as
illustrated in Figure 1.2.

Now that we have described what a directed line segment is and what it
means for two directed line segments to be equivalent, we can describe what
we mean by a vector: A vector in R? is an ordered pair of real numbers that
describes both a length (also called a “magnitude”) and a direction. We use
the triangular bracket notation (xy ) for vectors, so as not to confuse vectors
with points. (The rounded bracket notation (z7,xs) is used for points.)
When we want to give a name to a vector, we use a notation such as & or x.
Thus we could write ¥ = (z1 x2) or X = (z1,x9). The real numbers, z; and
xq, are called the entries or the components of the vector 7 = (x1,x2).
If £ = (x115) is a vector in R?, then we can visualize Z by drawing its
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X2
12

10+

Q=(5,10)

S=(9,8)

10

Figure 1.2: Equivalence of ]@ and ﬁ

standard representative, which is the directed line segment from the point
O = (0,0) to the point X = (x1,22). We can also visualize ¥ = (z1 x2) by
drawing any other representative of #. This is done by choosing any point
P = (p1, p2) and then drawing the directed line segment from P to the point

Q = (p1 + x1,p2 + 2).

To illustrate: The standard representative of the vector & = (3,7) is the
directed line segment O

segments P() and ﬁ%‘ that are pictured in Figure 1.2 are also representatives
of the vector 7 = (3,7).

that is pictured in Figure 1.3. The directed line

ox

X=(3,7)

Figure 1.3: Standard Representative of Vector ¥ = (3,7)

{0=(0,0) 2

4

X1
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Exercise 1.1.1. Draw a picture of the standard representative of the vector
¥ = (=3,4). Then draw a picture of the representative of & that is based at
the point P = (1,2). (To do this you will need to find the point Q such that

PQ) is a representative of .)

Exercise 1.1.2. What vector is represented by the directed line segment J@
from the point P = (3,1) to the point Q = (—4,—1)¢ Draw a picture of the
standard representative of this vector.

Exercise 1.1.3. In parts 1-5 below, four points (P,Q, R, and S) are given.

Draw the directed line segments PQ) and RS and determine whether or not

]@ and RS represent the same vector. If they do not represent the same
vector, then state whether this is because they don’t have the same length or
don’t point in the same direction (or both).

1. P=(-7,-7),Q=(4,-3),R=(-1,7),5 = (10,11)

2. P=(1,-6), Q= (-7,-5),R=(—6,-8) S = (—14,-7)
3. P=(-2,6), Q=(—8,7),R=(-8,-5),5 = (-1,-5)
4. P=(-8,0),Q=(56),R=(3,3),5 = (-10,-3)

5. P=(4,7), Q= (-8—-8),R=(0,1),5 = (—4,—4)

1.1.2 Addition of Vectors

Having defined what is meant by a vector in R?, we will define two operations
on vectors. One operation is called vector addition. It is used to add two
vectors in R? to obtain another vector in R2. The other operation is called
scalar multiplication. It is used to multiply a vector in R? by a real number
(referred to as a scalar) in order to obtain another vector in R?. We will first
describe vector addition.

If Z = (x1,29) and § = (y1,y2) are two vectors in R? then we define the
vector sum 7 +  to be the vector

f—i-?]: (:c1+y1,x2+y2>.

It is easy to compute the sum of two given vectors. For example, suppose
that ¥ = (4, —4) and ¢ = (5,0). Then the vector sum of 7 and ¥ is

T+ 7= (4+5 —4+0) = (9, —4).
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Although the calculations that are done to perform vector addition are
straightforward, it is important to understand what is really going on with
these operations by drawing some pictures. Let us first consider the example

7= (4,—4)
y= <57 O>
X2
2 s
(0,0) ¥ (5.0)
. 0
2 4 6 8 10
X+y .
=9 X
_)
X
4}
(4-4) b (9.-4)
6L

Figure 1.4: Picture of Z+ ¢y =9+ &

Figure 1.4 shows the standard representatives of the vectors & = (4, —4),
= (5,0), and ¥+ ¢y = (9,—4). Also pictured are the representative of
based at the point (5,0) and the representative of 3 based at the point
(4, —4). These four directed line segments form a parallelogram with sides
formed by the vectors & and i . The diagonal of the parallelogram is the
vector Z+ 3. The idea here is that to draw 7+ ¥/, we start at the point (0, 0),
then travel along the vector & to the point (4,—4), and then travel from
(4, —4) along the vector ¢ to arrive at the point (9, —4). On the other hand,
to draw i + &, we start at (0,0), then travel along the vector # to the point
(5,0), and then travel from (5,0) along the vector Z to arrive at the point
(9,—4). So Z+ ¥ is the same as y+ . It is easily seen by direct computation
that ¥ + ¢/ is the same as i + Z, but the parallelogram picture is a helpful
visual aid in seeing why this is true geometrically.

Y
T
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The above example illustrates the general procedure for drawing a picture
of the vector sum of any two given vectors Z and . This procedure, is called
the Parallelogram Method of Vector Addition.

The Parallelogram Method of Vector Addition
(Refer to Figure 1.5.)

To illustrate the vector sum of vectors ¥ and y:

1. Draw pictures of_t)he standard representative J? of 7, and the standard
representative OY of /.

2. Draw the representative of ¥ based at the point Y and draw the rep-
resentative of ¢ based at the point X. These two representatives will
both end at a common point R.

3. After completing the first two steps, you should have a picture of a
parallelogram, unless the vectors # and 7 point in the same or opposite
directions, in which case you will just have a picture of a line segment.
In either case, the directed line segment OR is the standard represen-
tative of the vector o + /.

Figure 1.5: The Parallelogram Method of Vector Addition
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Exercise 1.1.4. For each pair of vectors, T and v, given in parts 1-7, com-
pute ¥+ and then draw a picture to illustrate the Parallelogram Method of
Vector Addition for  + 7.

1. &= (3,—4), = (4,-2)

(
2. #=1(0,1), 7= (—3,—4)
3. 7=1(3,0), y=(0,—1)
4. ¥=(-3,3), ¥=1(0,3)
5. &=(=3,3), 7=(-3,3)
6. F=(—3,3), ¥ = (6,—6)
7.7 =(-3,3), 7= (3,—3)

1.1.3 The Zero Vector and Additive Inverses

The zero vector in R? is the vector (0,0). It differs from any other vector
in R? in that it is the only vector that does not have any length and does not
point in any direction. It is represented by a point rather than by a directed
line segment. Whereas any other vector in R? is a one-dimensional object
(because it has a dimension of length), the zero vector is a zero-dimensional
object (because it has no length). We will use the notation 0, = (0,0) to
denote the zero vector in R2.

Our first observation about the zero vector is that it is the additive
identity vector in R2. What this means is that if 7 is any vector in R?, then
Z+ 0y = 7. This is easily seen to be true because if & = (xy, z5) is any vector
in R? then

T4 0y = (x1,25) + (0,0) = (x1 + 0,25 + 0) = (1, 2,) = 7.

Our second observation about the zero vector is that if Z is any vector in
R?, then there is some other vector in R?, called the additive inverse of ¥
and denoted by —Z, such that #+ (—Z) = 0,. If we are given a particular
vector ¥ = (x1,x3), it is easily seen that the additive inverse of ¥ is —% =
(—x1, —x9) because

(1, x2) + (—1, —2) = (1 — X1, 23 — x3) = (0,0) .
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For example the additive inverse of the vector & = (—4,1) is —7 = (4, —1)
because (—4,1) + (4,—1) = (0,0).

Exercise 1.1.5. What is the additive inverse of the vector (—4,4)? What is
the additive inverse of the vector (3,0)¢ What is the additive inverse of the
vector (0,0) ¢

Having defined vector addition and also having defined what we mean by
the additive inverse of a vector, we can now define vector subtraction. If &
and ¥ are two vectors, then we define the vector difference ¥ — i to be the
sum of Z and the additive inverse of 3. In other words,

— —

T—y=7+ (7).
So, for example if ¥ = (—4, 1) and

—

¥ = (3,5), then
T—y=7+(=y) = (-4

1) + (=3, =5) = (=7, —4).

Exercise 1.1.6. For the vectors & = (=5, —1) and § = (6, 3), compute T —y
and ij — T.

1.1.4 Scalar Multiples of Vectors

If ¥ = (x1,29) is a vector in R? and c is a real number (also called a scalar),
then we define the scalar multiple of the vector & by the scalar ¢ to be the
vector

c@ = (cxy, cxa) .

For example if ¥ = (2, —3) and ¢ = 3, then the scalar multiple of & by ¢
is
37 = (3(2),3(=3)) = (6,-9).
Just as drawing pictures helps us to understand the concept of vector

addition, it also helps us to understand the concept of scalar multiplication.
For example, if & = (2, —3), then

37 = (6,—9) = (2,—3) + (2,—3) + (2, ~3) = F+ T+ T

and it can be seen (as illustrated in Figure 1.6), that the vector 3% points in
the same direction as the vector  and has 3 times the length of the vector

—

X.
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' Xq

—al

-
X

6.~

T

—

Figure 1.6: 3% =7+ 7+ &

As another example, if Z = (2, —3), then —27 = (—4,6) and it can be
seen in Figure 1.7 that the vector —27 points in the opposite direction of the
vector  and has 2 times the length of Z.

In general, if Z is any nonzero vector in R? and ¢ is any nonzero scalar,
then

e ¢T points in the direction of Z when ¢ > 0 and in the opposite direction
(i.e., 180°) of Z when ¢ < 0.

e the length of ¢ is |¢| times the length of Z.

We can summarize the cases involving the zero vector or the zero scalar.
In particular, if ¢ is any scalar, then

0y = ¢ (0,0) = (0,0) = 0.
Likewise, if & = (xy, z5) is any vector, then

0F = 0 (x1, 22) = (0,0) = 0.
Exercise 1.1.7. For the vector ¥ = (2,4):

1. Compute 3% and draw a picture that shows both ¥ and 3Z%.
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X2

(-4,6) 6
4 +
=
24T ol
0)
; X1
-6 -4 -2 2 4 6
Zal 7
2.-3)

4|
-6

Figure 1.7: Picture of ¥ and —2%

2. Compute —2% and draw a picture that shows both T and —2ZF.

3. Compute 0F and draw a picture that shows both T and 07
Exercise 1.1.8. Fill in the blanks to correctly complete the sentences below.

1. If 7 is any vector in R* with & # 0o, then the vector 2T points in the
,,,,,,, direction of © and has ______ times the length of .

2. If ¥ is any vector in R? with T # Oa, then the vector %f points in the
,,,,,,, direction of ¥ and has ______ times the length of T.

3. If T is any vector in R? with & # 0s, then the vector —3& points in the
,,,,,,, direction of T and has ______ times the length of T.

4. If T is any vector in R* with & # 0s, then the vector —%f points in the
,,,,,,, direction of & and has ______ times the length of .

5. If ¥ is any vector in R?, then 07 = ______.

6. If ¢ is any scalar, then Oy = _____.

Exercise 1.1.9. For each of the vector pairs ¥ and ij and each of the scalar
pairs ¢ and d given below, compute cX +dy. Draw a picture that contains cZ,
dy and cx + dy.



1.1. THE VECTOR SPACE R* 11

1. F=(—4,-4), §=(-3,-2),c=1,d=4.
2. T=(—4,-2), = (-4,4), c=3,d =
3. £=1(0,2), 7= (-2,-5), c=—5,d=—1.

4- f: <_475>7 g: <073>7 €= 27 d= —9.

1.1.5 Linear Combinations in R2

Given a pair of vectors ¥ and ¥ in R? and a pair of scalars, ¢ and d, we
have a special name for a vector of the form ¢ + dy, like those appearing
in Exercise 1.1.9. We refer to ¢Z + dy as a linear combination of the vectors
Z and y. More generally, whenever we use these two key operations that
we've defined, vector addition and scalar multiplication, on any collection
of vectors (not just two) we call the result a linear combination. We can
even apply the phrase when dealing with a single vector. That is, given a
vector Z, and a scalar ¢, the vector ¢Z is a linear combination of the vector 7.
On occasion, we will be interested in the collection of all linear combinations
of a set of vectors. In such cases, we allow the scalars to vary over all real
numbers.

Example 1.1.1. Let €5 = (1,0). Give a geometric description of the set of
all linear combinations of the vector €;.

We note that if we plot vector €, as a directed line segment from the point
(0,0) to the point (1,0), we get a horizontal line segment. If ¥ is any linear
combination of €, then

7 =cé) = (c(1),¢(0)) = {(c,0).

If c =0, we get the zero vector. For ¢ # 0 we get a horizontal vector that we
could plot as a directed line segment starting at the origin and ending at the
point (¢,0) on the horizontal (a.k.a. the x)-axis. If ¢ < 0, our line segment
would terminate at some point on the negative x-axis, and if ¢ > 0, our line
segment would terminate at some point on the positive x-axis. Hence, if we
allow ¢ to vary over all real numbers, we could associate the set of all linear
combination of €, with the whole x-axis. Thus, we can say that the set of all
linear combinations of €1 is the x-axis in our Cartesian plane.
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Exercise 1.1.10. Using the reasoning demonstrated in Fxample 1.1.1, give
a geometric description of the collection of all linear combinations of each
vector.

1.8 =1(0,1)
2. @=(1,1)

1.1.6 Magnitude, Dot Product, and Orthogonality

If Z = (x1,79) is a vector in R?, then the length of Z can be determined by
using the Pythagorean Theorem. If we draw the standard representative of
¥ (or any representative of 7), we can see that Z is the hypotenuse of a right
triangle with side lengths |z1| and |z2|. (We have put absolute values on x;
and x5 in case either one of these numbers is negative, since lengths cannot
be negative.) This is illustrated in Figure 1.8.

Figure 1.8: ||Z|° = 22 + 2

Using the notation [|Z|| to denote the length of Z, the Pythagorean The-
orem tells us that
IZ° = |1 |” + o

Since |z;|” = 2% and |z,|” = 23, we can drop the absolute values in the above

equation and just write the equation as

I7* = o + 3.
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Taking the square root of both sides of the above equation gives

7] = 4/ aF + 23,

but since ||Z|| is a length, it cannot be negative and we thus have

Length of Z = ||Z| = y/2? + 3.

The length of ¥ is also called the magnitude of ¥.

Definition 1.1.1. The magnitude (also called length) of a vector ¥ =
(w1, 29) in R? is denoted by ||T]| and is defined to be

As an example, suppose that & = (1,5). Then the length of Z is
|1Z]| = V12 + 5% = V26 ~ 5.099.

As another example, the length of ¥ = (—3,1) is

1Z] = 1/(=3)* + 12 = V10 ~ 3.162.

We have a special name for a vector having length one. We call such a vector
a unit vector. (In some settings, such as physics, it’s even customary to use
different notation, such as @ instead of # to indicate that a vector is a unit
vector.) Unit vectors can be useful for applications in which the direction
of a vector is critical but the magnitude is of little interest. For ¢ # 0, a
nonzero vector ¥ and its scalar multiple ¢ are parallel—they have the same
direction or opposite (180°) directions. Since scalar multiplication affects
magnitude, ||cZ|| = |c|||Z]], given any nonzero vector & we can obtain a unit
vector parallel to @ (see Exercise 1.1.14).

Exercise 1.1.11. Draw pictures of each of the following vectors and compute
their lengths.
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3. &= (—6,4)
4. #=1(1,0)
5. & =1(0,0)

Exercise 1.1.12.

1. Explain why, if ¥ is any vector in R2, the additive inverse of & has the
same length as . In other words, explain why

=] = {11 -

2. Ezplain why, if T and i are any two vector in R?, the vectors T —1v and
iy — & have the same length. In other words, explain why

— — — —

17 =gl = lly = ]|

Exercise 1.1.13.
1. Let ¥ = (—=3,4). Compute the lengths of ¥ and 2.
2. Let ¥ = (—3,4). Compute the lengths of & and —3%.

3. Explain why, if T is any vector in R* and c is any scalar, then the
length of cX is equal to the absolute value of ¢ times the length of . In

other words, explain why

le@]} = lef 1]

Exercise 1.1.14.
1. Show that (1,0) and (0,1) are unit vectors.

2. Determine whether each of the following vectors is a unit vector.

- (-
b -1

)
(-

Sl

1
= —%)
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3. Show that if 0 is any angle, the vector (cosf,sinf) is a unit vector.

4. Consider ¥ = (6,8). Find a positive number ¢ such that c¥ is a unit
vector.

5. Suppose ¥ = (xq,x9) is any nonzero vector. Find a positive number c
such that cX is a unit vector.

Next, we will derive an algebraic criterion for determining whether or not
two vectors in R? are perpendicular to each other. This criterion will be seen
to involve the “dot product” of the two vectors.

We say that two non-zero vectors, & and 7, in R? are perpendicular
to each other if their standard representatives (or any representatives based
at the same point) form a 90° angle. Figure 1.9 shows the standard repre-
sentatives of the vectors ¥ = (—2,4) and y = (2,0). These vectors are not
perpendicular to each other, because they do not form a 90° angle. Fig-
ure 1.10 shows the standard representatives of the vectors z' = (—2,2) and
w = (—1,—1), which are perpendicular to each other because they do form
a 90° angle.

x¢
N

- -7

<4
o]
~

4|

Figure 1.9: & and ¢ are not perpendicular.
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N
=y

-3 -2 -1 1 2 3

-3t

Figure 1.10: Z and w are perpendicular.

The key observation that we need to obtain an algebraic criterion for
perpendicularity is that two vectors, £ and g, are perpendicular to each
other if and only if |7+ 7| = [|[Z —¥]||. The reason for this can be seen
by examining Figures 1.11, 1.12 and 1.13. Recall that we can illustrate the
addition of two vectors T and ¢ by using the parallelogram method. We draw
two copies of Z and two copies of ¢ to form a parallelogram. The diagonals of
this parallelogram are the vectors # + ¢ and & — 7/, as seen in each of Figures
1.11, 1.12, and 1.13. In Figure 1.11, the vectors Z and ¢ form a right (= 90°)
angle and the parallelogram is actually a rectangle. The two diagonals of
the rectangle have equal length, meaning that ||Z + ]| = |7 — ¥]|. In Figure
1.12; the vectors Z and ¥ form an acute (< 90°) angle and it can be seen
that |7+ 7] > ||Z — ¢]|. In Figure 1.13, the vectors & and 7 form an obtuse
(> 90°) angle and it can be seen that ||Z + ¢|| < ||# — ¢||. Thus, Z and ¢ are
perpendicular to each other if and only if |7+ ¢| = |7 — ]|
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-
y
4

»

Y

Figure 1.11: |Z+ 4] = |7 — 7|

>I<~L
<¢

4 >

Figure 1.12: ||+ ¢|| > ||Z — |

\J

x4
x4

<y

Figure 1.13: ||+ 7] < ||¥ — |

17
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Having established that ¥ and 7 are perpendicular to each other if and
only if ||Z + ¢|| = ||Z — ||, we are prepared to derive the promised algebraic
criterion for perpendicularity. We will do this by computing ||Z + 7]|* and
|Z — 7]|” and setting these equal to each other. (When working with vector
lengths, it is often convenient to work with squares of lengths rather than
with the lengths themselves so that we do not need to deal with square roots
throughout our computations.)

Suppose that ¥ = (z1,x2) and ¥ = (y1, y2). Then T4y = (z1 + y1, T2 + y2)
and we have

I1Z + 71 = (1 + 91)° + (22 + 1)°
= 2} 4 2001 + U5 + 25 + 200y2 + U3
= (2 +23) + (1 +v3) + 2 (2131 + 2212)
= | Z* + [171° + 2 (211 + 292) -

By a similar calculation we also have
17 =717 = 1717 + 171" = 2 (w191 + w2y2) -

If # and ¥ are perpendicular to each other, then it must be the case that
|Z + 7]° = ||Z — 7]|*, and this implies (from the calculations above) that

1Z1* + 1717 + 2 (21y1 + 2290) = |Z° + [171° = 2 (2191 + w2y5) .
The above equation simplifies to
4 (T191 + w2y2) = 0,
which simplifies to

T1y1 + T2y2 = 0.

The quantity z1y; + 22y is called the dot product of ¥ and 3. It is
denoted by - y. We have discovered that & and g are perpendicular to each
other if and only if Z - ¢ = 0.

To illustrate with examples, consider the vectors ¥ = (—2,4) and ¢ =
(2,0) that are pictured in Figure 1.9. The dot product of these vectors,
which are not perpendicular to each other, is

-y =(~2)(2) + (4)(0) = ~4 #0.
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The vectors Z = (—2,2) and W = (—1, —1) pictured in Figure 1.10, which
are perpendicular to each other, have dot product

7o = (=2) (=1) + (2) (~1) = 0.

We have defined the concept of perpendicularity by saying that two vec-
tors are perpendicular if their standard representatives form a 90° angle. If
one (or both) of the vectors is the zero vector, then this concept does not
apply, because there is no well-defined angle between two vectors when one
of the vectors is the zero vector. (To determine an angle between two vectors,
both of the vectors must have a positive length.) However, for any vector
T = (zy,75) in R?, we have

—

z- 02 = <I1, 132> : <0, 0> = (Il) (0) + (LL’Q) (0) = 0.

For this reason, we will define the concept of orthogonality by saying that
two vectors, & and ¢/, in R? are orthogonal to each other if Z- ¢ = 0. Thus,
two non-zero vectors in R? are orthogonal to each other if and only if they
are perpendicular to each other and, by definition, the zero vector, 62, is
orthogonal to every vector in R2.

Exercise 1.1.15. Draw pictures of each of the following pairs of vectors, T
and 1. For each pair, compute ¥ -y and state whether or not ¥ and i are
orthogonal to each other.

(
2. 2=(1,0), y=(3,3)
3. &= (—4,6), §=(-1,-32)
4. &= (—4,6), ¥ = (=5,—2)
5.8 =1(-21), §=(-3,-6)
6. 7= (1,5), 7= (0,0)

Exercise 1.1.16. For any vector T = (x1,x2) in R*:
1. Ezplain why it must be true that ¥ - £ > 0.

2. Explain why the only possible way to have & -7 = 0 is if © = 0s.
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3. Show that @ - 7 = ||||*.

The dot product is sometimes called a scalar product because it is an
operation that is computed on two vectors that produces a scalar output.
The dot product satisfies select algebraic properties. In particular, the dot
product is commutative,

- = —

ry=y-1,
distributes over vector addition,
T (Y+2)=2-y+2-Z
and scalar multiplication can be factored out of the dot product,
o@-y) = (cZ) - i = 7 (cy)).

These properties can easily be established from the definition of the dot
product (see Exercise 1.1.17).

Exercise 1.1.17. Let ¥ = (x1,22), § = (y1,92), and Z = (z1,23) be any
vectors in R?* and c be any scalar. Show that

1

1. Z-y=y-7
2. 8- (J+2)=724-y+2-7

3. o(Z-9) = (cT)-§=2(ci)

1.1.7 Direction

We have defined a vector in R? to be an object whose essence is that it
describes a magnitude and a direction. We have formally defined what we
mean by the magnitude of a vector. Having given a precise meaning to
the concept of “magnitude”, we should also give a precise meaning to the
concept of “direction”. In R?, we can describe the direction of a given vector
by measuring the angles that the standard representative of the vector makes
with the coordinate axes. The definition of direction that we give below will
be seen to involve these angles. The fact that these angles are involved may
not be evident to you as you read the upcoming definition, but we will bring
out that fact in the example and exercises that follow.
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Definition 1.1.2. The direction vector of any non-zero vector T in R? is
defined to be the unit vector

Recall that a unit vector is a vector whose magnitude is 1. To be sure
that we understand Definition 1.1.2, note that if Z is any non-zero vector
in R%, then ﬁ is a positive scalar, which means that the direction vector

Ty = ﬁf points in the same direction as . Furthermore,
o = | e = 73 1l = 1
Zull = || 7= = -7 (|T]| =
1] 1] ’

and hence 7y is a unit vector. Most textbooks do not have a special notation
to denote the direction vector that we have denoted by Z;. We have chosen to
use this notation because the subscript “U” reminds us that we are referring
to a unit vector (and the & part of the notation reminds us that this unit
vector points in the same direction as 7).

At first glance, Definition 1.1.2 may seem to be a bit unsatisfactory. We
have defined the direction vector of a given vector, T, to be another vector
— in particular the unit vector that points in the same direction as & . So it
almost seems as though the definition we have given is circular — using the
concept of direction to define the concept of direction. Our instinct is that
we should be defining the concept of direction by measuring certain angles.
Indeed, in R? (or R?), we easily could define direction in terms of angles.
However, Definition 1.1.2 is the one that most easily generalizes to R" when
n > 3, where we find it difficult to envision angles. Let us put our minds at
ease about this by looking at an example that illustrates that our definition
of direction actually does encapsulate information about angles and agrees
with our understanding of trigonometry in R?.

Example 1.1.2. The standard representative of the vector ¥ = (3,7) is
shown in Figure 1.14. Note that the magnitude of T is

|Z]| = V32 + 72 = V/58.

We have labelled the angle 61 that the vector ¥ makes with the positive x1 axis
(with 0, measured from the positive x1 axis to the vector &) and we have also
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labelled the angle 6y that the vector ¥ makes with the positive x4 axis (with
0y measured from the positive xo azis to the vector T).

X2

62

X1

Figure 1.14: The Vector & = (3,7)

By looking at Figure 1.14 and using our knowledge of right triangle trigonom-
etry, we can see that

cos (01) = \/%
and thus
3
0, = cos ' [ — | =~ 66.8°.
Likewise,
7
cos (0y) = W
and thus
7
0y = cos ' [ — | ~ 23.2°.

See Figure 1.15.
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X2

X1

Figure 1.15: Direction Angles of of ¥ = (3,7)

The tmportant observation that we wish to make is that

3 T
cos (01) = Wi = ﬁ
7 i)
fy) = —— — 2
s 8) = 755 = Tl

Definition 1.1.2 defines the direction vector of the vector & = (3,7) to be
the unit vector

. 1 1 (3.7) < 3 7 >
= T:C = — s — _’ [
ColEl Vs NERVEE
and we thus see that the direction vector of ¥ is
Ty = (cos (01) , cos (62)) .

The numbers cos (01) and cos (02) are called the direction cosines of the vector
Z. The angles 0, and 05 are called the direction angles of Z.

Although we have considered a specific example here, we can be more
general. If ¥ = (x1,13) is any non—zero vector in R*, then the direction
vector of ¥ is Ty where

. 1 R 1 T i)
= F=— <x,x>:<—_,,—_,>:<Cos(9),cos(€)>.
I lz] 1t | ' ?
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In the above equation, 61 and 05 are the direction angles of ¥'. These are the
angles that the standard representative of ¥ makes with the positive x1 and -
axes, respectively, assuming that the angles are measured such that the initial
side of the angle is at the axis and the terminal side of the angle is .

Note that since Ty = ﬁf, then

7= |7 7y

This is a rather nice expression of T. We originally defined the concept of
vector by saying that a vector is an object that describes both a magnitude and
a direction. Now that we have given a precise definition of magnitude (||Z||)
and a precise definition of direction vector (Zy), we can read the equation
7= ||Z|| Zv as

T = (Magnitude of ¥) times (Direction vector of Z).

Motivated by the above example, we will now provide formal definitions
of the concepts of direction cosine and direction angle for a vector in R2.

Definition 1.1.3. For a non-zero vector ¥ = (xy,x5) in R?, we define the
direction cosines of T to be the numbers
x x
Tl and 72
1] 1]
Thus the direction cosines of X are the components of the direction vector Ty .
We define the direction angles of ¥ to be the angles

0, = cos™! (x—j> and 0y = cos™* (3:_3> .
1 Z] 1Z]

Remark 1.1.1. Because the inverse cosine function has range [0°,180°], the
direction angles of a vector in R? are always such that 0° < 6, < 180° and
0° <6, < 180°.

Remark 1.1.2. If we are given the non—zero vector & = (x1,x3), we can
compute the magnitude of T and the direction cosines of . They are
X X2

cos (01) = IE] and  cos (0y) = IER
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Then we can then find the direction angles of T using

0, = cos ! (x—j) and By = cos™* (x—f) .
1z 1 Z]

Conversely, if we are given the magnitude of ¥ and the direction angles
of Z, then we can compute T using

T = |17l Zo = [[Z]| {cos (61) , cos (62)) -

Exercise 1.1.18. For each of the following vectors & in R?, draw a picture
of the standard representative of ¥ and then find

e the magnitude of ¥
e the direction cosines of T
e the direction vector Ty, of ¥, and

e the direction angles, 01 and 05, of Z.

(Express the angles in degrees — not radians.) Label ||Z|| and the direction
angles, 01 and 0, in your picture.

1. = (53)

2. #=(4,4)

3. &= (=7,5)
4. T =(—2,—4)
5. #=(3,0)

Exercise 1.1.19. In each part below, the magnitude of a vector T is given
and its direction angles are also given. Draw a picture of the vector. (You
should be able to do this just using the given information). Then use the fact
that ¥ = ||Z|| Zy to write & in the form ¥ = (x1, ).

1. ||Z]| = 4 and direction angles are 61 = 45° and 0y = 45°

2. ||%|| = 2 and direction angles are 6, = 90° and 65 = 0°
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3. ||Z]| =1 and direction angles are 6, = 30° and 0y = 120°
4. ||%|| = 4 and direction angles are 0; = 135° and 0y = 45°

5. ||Z]| = 2 and direction angles are 61 = 135° and 0 = 135°

Exercise 1.1.20. Show that if ¥ = (x1,2s) i a non-zero vector in R? with
direction angles 61 and 05, then

cos® (0y) + cos? (fy) = 1.

Exercise 1.1.21. Find the vector ¢ in R?* that has magnitude 5 and points
in the same direction as the vector ¥ = (3,6).

1.1.8 Distance Between Vectors

The magnitude of a vector in R? corresponds to length when we envision a
vector as a directed line segment. For the standard representation of ¥ =
(x1,29), the magnitude ||Z]| is the distance between the terminal point at
(x1,22) and the origin. So we can think of ||Z]| as a measure of the distance
between the vector £ and the zero vector 62. We can extend this notion to
define the distance between any two vectors Z and ¢ in R?. If we consider
the standard representations of two vectors, ¥ = (z1,x2) and ¥ = (yi1, ys),
then the difference §— # has a representation with initial point at (y1,y2) and
terminal point at (z1, x2) as shown in Figure 1.16. We can define the distance
between the vectors ¥ and ¢ by the magnitude of this vector. That is, the
distance between T = (1, x9) and ¢ = (y1,y2) is the distance between their
terminal points when considering their standard representations as directed
line segments.

Definition 1.1.4. If ¥ and § are vectors in R?, we will denote the distance
between the vectors dist(y, Z). This distance,

dist(y, ) = [l — 7.

Remark 1.1.3. In an elementary algebra setting, you likely would have seen
a pair of points denoted by (x1,y1) and (x2,y2), and you would have learned
that the distance between them was given by the formula

Distance = \/(xg —x1)%+ (y2 — 11)>
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We are using a different notational convention here by denoting our points
(x1,22) and (y1,y2), but hopefully it is clear that our distance between two
vectors matches the familiar formula.

Exercise 1.1.22. Show that dist(y, Z) is equal to dist(Z,¥y) for any pair of
vectors T and 7.

Exercise 1.1.23. Find the distance between each set of vectors.

1.2 The Vector Space R?

Now that we are familiar with the algebraic and geometric structure of the
vector space R?, we can comfortably extend the ideas to include a third
component—or dimension. Extending on our definition of a vector in R?, we
define a vector, 7, in R? as an ordered triple of real numbers ¥ = (21, 9, 73).
As before, we will call the real numbers, x1, 22, and x3, the entries or com-
ponents of the vector Z. Figure 1.17 depicts the point (4,5, 6) and the vector
7= (4,5,6) in R>.
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=)
|
8y

TR

Figure 1.16: The distance between the vectors ¥ and ¥ is defined by the
magnitude of their difference, |57 — Z|| (or ||Z— ¥]|).

5

— ' y
f 2
X1 R /

6 ‘\«\\8( /0

Figure 1.17: The point (4,5,6) and the vector Z = (4,5,6) in R3
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Given that we can perceive three spatial dimensions in the world around
us (up/down, left /right, forward /back), some geometric intuition can be used
when working with vectors in R3. However, graphs and drawings are two
dimensional renderings used to depict three dimensional objects, hence we
will primarily rely on algebraic manipulations when we interact with vectors
in R3. We will continue to work with scalars (real numbers) along with
vectors in R3.

As we did in R?, we will define the two critical operations of vector
addition and scalar multiplication. Letting ¥ = (21,22, 73) and ¢y =
(y1, Y2, y3) be any vectors in R? and ¢ be any scalar, we define

e the vector sum &+ ¢ = (x1 + y1, T2 + Yo, T3 + y3), and
e the scalar multiple c¥ = (cxy, cxa, cxs).

The additive identity vector 05 = (0,0,0) is called the zero vector in R,
and given any vector 7 = (1, 9, x3) in R®, the vector

—T = —<$1,I2,$3> = <—$1, —Tg, —$3>

is its additive inverse. As before, we define vector subtraction as vector
addition with an additive inverse. Thus

T—g§ =74 (—y) = (T1 — Y1, %2 — Y2, T3 — Y3)

If we combine vectors in R? using the operations of vector addition and
scalar multiplication, we refer to the resulting vectors as linear combina-
tions.

Example 1.2.1. Consider the pair of vectors £ = (1,0,3) and y = (-6, 3,2),
in R3. Evaluate the sum T+ 7, dz’ﬁerence T — 1, and the scalar multiplies 3%
and —2if. Show that & + (—&) = 0s.

We have

e T+ i={(1-6,0+3,3+2) =(=53,5),

) =

e F—jf=(1+6,0-33—2)=(7,-3,1),

o 37 =3(1,0,3) = (3(1),3(0),3(3)) = (3,0,9), and
(—

o —27=—-2(—6,3,2) = (—2(—6),—2(3),—2(2)) = (12, —6, —4).
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Also, note that —% = (—1,0, —3) so that
T+ (—%)=(1-1,0+0,3—-3)=(0,0,0) = 0s.

Exercise 1.2.1. For each pair of vectors ¥ and vy, evaluate 2%, ¥ + v, and
T — 3y.

1. F=(1,1,-1), 7= (-2,1,4)
2. 7=1(2,3,4), ¥ = (0,0,0)

3. ¥=(4,2,—3), = (1,0,8)
4. £=1(0,0,-2), 7= (3,—4,2)

1.2.1 Magnitude, Dot Product, and Orthogonality

As with R?, we can identify certain geometric properties associated with
vectors in R3>—even if access to illustrations is limited. Similar to our ex-
perience in R?, we can associate the vector (x1, s, x3) with a directed line
segment emanating from the origin (0,0, 0) in a Cartesian coordinate system
(i.e., the zyz-space) and terminating at the point (z1,xs,x3). As such, we
can assign the length of such a line segment and consider it the length of the
vector T = (xq,x2,23). Using the same language and notation we define the
length, also called the magnitude, of a vector

Length of 7 = ||7]| = \/ 2% + 23 + 23.

As in R?, a vector # in R?® having magnitude 1 is called a unit vector. The

vector u = <—%, %, —§> is an example of a unit vector in R® because

Il 1 2+ 2 2+ 2\?  [1+4+4 \f .
ul|l = —_— = — —_— —= —_— —_ = .
3 3 3 9 9
Example 1.2.2. Find the length of Z, i and —y where £ = (1,0,3) and
= (—6,3,2). We have

o |7 = VIZF 0% + 32 = V10 ~ 3.162,
o |17l = /(6232 +22 =49 =7, and
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o | =gl =62+ (=3)2+(—22=V49="7.

We define the dot product of two vectors, ¥ = (r,23,x3) and ¢ =
<yla y27y3>7 n R3 as
Ty = 211 + Tay2 + T3Y3,
and we say that two vectors in R?® are orthogonal if their dot product is
ZEro.

Example 1.2.3. Determine whether ¥ = (1,0,3) and § = (—6,3,2) are
orthogonal in R3.
We compute their dot product

T-y=1(—6)+0(3) +3(2) =0,
and conclude that they are orthogonal.

While the geometry is more complicated in R? than in R?, the dot product
of two nonzero vectors has a similar connection to an angle between them
(or their standard representations in a coordinate system). Note that for the
pair of vectors in Example 1.2.3, we find that

|#+ g1l = V(=5 +3° +5 = V59 = /T2 + (=3) + 1I* = & — ]|

This example suggests that a familiar geometric result from R? also holds in
R3. Namely, that for any pair of nonzero vectors, ¥ and , in R*, -7 = 0, if
and only if |Z+ ¢]| = ||# — ¢]|. This is in fact true and can be demonstrated
algebraically using the same computational approach seen in section 1.1.6.
This is left to the reader as Exercise 1.2.3 below.

Exercise 1.2.2. For each pair of vectors in exercise 1.2.1, determine whether
the pair is orthogonal or not orthogonal.

Exercise 1.2.3. Let ¥ = (xy, %2, x3) and ¥ = (y1,Yy2,ys). Apply the process
used in section 1.1.6 to show that ||+ J||* = ||Z — §I|* if and only if x1y, +
Tay2 + x3y3 = 0.

1.2.2 Direction

In Section 1.1.7, we defined the concepts of direction angles, direction cosines,
and direction vector of a given non-zero vector in R?. It was seen that



32 CHAPTER 1. THE VECTOR SPACES R"

those definitions are sensible because they agree with our understanding of
trigonometry. These definitions easily generalize to R?, where they also agree
with trigonometry (although, as has been pointed out, visualization is a bit
more difficult in R® than in R?).

Definition 1.2.1. The direction vector of any non—zero vector T in R® is
defined to be the unit vector

1

— —

Ty = w55 .
1Z]
Definition 1.2.2. For a non-zero vector & = (x1, s, x3) in R, we define

the direction cosines of ¥ to be the numbers

il T d T3
[Ecd e | |7l

Thus the direction cosines of X are the components of the direction vector Ty .
We define the direction angles of ¥ to be the angles

0, = cos™? (x—j) , 0y = cos™! <x—3) . and 63 = cos™? (:C—_?) .
1] 1] 1]

Example 1.2.4. The vector ¥ = (4,5,6) is pictured in Figure 1.17. The
magnitude of this vector is

I|Z|| = V42 + 5% 4+ 62 = VTT.
The angle, 01, from the positive x1 axis to the vector ¥ satisfies

4
cos (01) = Neca

The angle, 05, from the positive x5 azis to the vector ¥ satisfies

cos (0y) = i

VT

The angle, 03, from the positive x3 axis to the vector I satisfies

6

cos (03) = Nica
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Thus the direction vector of X is

L1 -
U—ﬁ<4,5,6>—<

The direction angles of ¥ are

3=
\]

0, = cos™* <i) ~ 62.88°
! New '
5
0y = cos™* (— ~ 55.26°
? New

6
03 = cos™! (— ~ 46.86°.
\/77)

Exercise 1.2.4. For each of the following vectors, T, in R3, find
e the magnitude of ©
e the direction cosines of T
e the direction vector, Ty, of T, and

e the direction angles, 01, 05, and 03, of ¥

Exercise 1.2.5. Find the vector, T = (1,12, z3) in R® that has magnitude
V2 and direction angles 61 = 90°, Oy = 45°, and 03 = 45°.

Exercise 1.2.6. Show that if T = (x1, T, x3) is a non—zero vector in R with
direction angles 0, 65, and 03, then

cos? (6) + cos® (6y) + cos® (03) = 1.

Exercise 1.2.7. Find the vector if in R® that has magnitude 3 and points in
the opposite direction of the vector ¥ = (—3,0,4).
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1.2.3 Distance Between Vectors in R?

The distance between vectors in R? is defined by the obvious extension of
this concept from RZ.

Definition 1.2.3. For any pair of vectors, ¥ and ¥, in R>, the distance
between these vectors is denoted dist(y, ¥), and is defined by

dist(y, ) = ||y — 7.

Exercise 1.2.8. Find the distance between each pair of vectors.

1. ¥=(-3,4,-5), ¥ = (0,0,0)
2. 7=(1,0,1), y=(3,-2,1)
3. ¥=(1,0,0), y=(0,0,1)

4. &=1(2,—-4,5), y=(0,3,3)

Exercise 1.2.9. Let # = (1,0,1) and § = (y1,3,—2). Find all values of y,
such that dist(Z, ) = 8.

1.3 The Vector Spaces R" In General

We began our discussion on the construction of the vector spaces R" by fo-
cusing exclusively on R? — a setting in which our intuition can be guided by
drawing pictures to help us understand the main concepts. We then extended
these ideas to define vectors in R3. While drawing pictures is somewhat of
an option in R*® (though it requires more artistic ability—or better yet, a
good computer graphics package), we introduced R® by extending the alge-
braic concepts. To extend further to R™ when n > 4, we mostly have to
abandon graphs and pictures altogether, but we can still readily perform the
mathematical manipulations that are needed to conceptualize and address
problems involving R".

Let’s recall the various steps we went through in defining and charac-
terizing the vector space R?. First, we needed two sets of objects and two
operations:

e We defined objects called vectors having the form # = (1, z5) where
x1 and x5 are real numbers which we called the entries (or compo-
nents) of the vector.
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e We defined objects called scalars. For us, scalars are real numbers
(this is the set from which the entries of a vector come).

e We defined the operation vector addition allowing us to take two
vectors ¥ and ¢ and form a new vector ¥ + .

e And we defined scalar multiplication allowing us to take a vector &
and a scalar ¢ and form a new vector cz.

This gave us the algebraic foundation for R2. We said that when we use these
two operations on vectors, we form linear combinations. Then, we added
some additional notions and operations related to geometric properties.

e We defined the magnitude of a vector in R?, which we equate with
length (since vectors can be associated with line segments), and we
defined the direction of a vector in R? in such a way that the definition
is compatible with right triangle trigonometry.

e We defined the distance between vectors in R? and saw that this corre-
sponded to the distance between points in the plane when those points
were the terminal points of standard representations of the vectors,
viewed as directed line segments.

e We defined the dot product and the property of being orthogonal.
We saw that with nonzero vectors, the dot product relates to an angle
between vectors. In particular, two nonzero, orthogonal vectors are
perpendicular.

Our construction of the vector spaces R™ will be analogous to the con-
struction of R?: Given some integer n > 2, the vector space R™ will consist
of two types of objects on which we define two types of operations.

e We define a set of objects called vectors, which have the form
= <.T1,372,. e 7'TTL>

where x1, 3, ..., x, are real numbers called the entries (or compo-
nents) of the vector ;

e We define objects called scalars. As before, scalars are real numbers
(this is the set from which the entries of a vector come).



36 CHAPTER 1. THE VECTOR SPACES R"

e We define an operation called vector addition which is used to add
two vectors in R™ to obtain another vector in R™. For vectors & =
(x1,29,...,x,) and ¥ = (y1, Yo, . .., Yn) in R™, this operation is defined
by

TH+y=(r1+y, T2+ Yo, - Ty + Yn) -

e We define an operation called scalar multiplication which is used to
multiply a vector in R™ by a scalar to obtain another vector in R".
For a vector ¥ = (1,9, ...,x,) in R™ and a scalar ¢, this operation is

defined by

¥ = {cxy,CTay. .., CTy) .

As we did in R?, when we use the operations of vector addition and scalar
multiplication with vectors in R™ we refer to the result as a linear combi-
nation. A formal definition of the concept of a linear combination is given
below.

Definition 1.3.1. Let S = {#, %, ..., Tk} be a set of one or more (k> 1)
vectors in R". A linear combination of these vectors is any vector of the
form

lel + Cng + -+ Ckfk,

where cq,...,c, are scalars. The coefficients, c1,...,ck, are often called the
weights.

Example 1.3.1. Show that ¥ = (2,0,3,—3) is a linear combination of ¥ =
(1,0,0,0) and ¥y = (0,0, —1,1), and identify the weights.

We have to show that there are scalars ¢; and cy such that U = c121+ 2%
We can set up the equation and then attempt to identify a solution. Note that

lel + 02f2 = Cl<17 07 07 O) + 62<O7 07 _17 1> = <Clv 07 —Cy, CQ>'
Comparing this to our vector v,
<27 07 37 _3> - <Clu 07 —Ca, CZ)7

we see that this requires ¢c; = 2 and co = —3. This demonstrates that v is a
linear combination of ¥1 and ¥y, and we’ve found the weights to be ¢; = 2
and co = —3. In summary,

’U: 2.(?1 - 3(,?2
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Next, we add notions and operations that provide additional geometric
structure to R™. (Our three-dimensional experience may keep us from draw-
ing pictures of lines and other objects in higher dimensions, but we won'’t
let that stop us for imagining them and discussing things like lengths and
angles.)

e We define the magnitude of a vector ¥ = (z1,xs,...,x,) in R" to be

1l = \Jat + a3+t a2,

e We define the distance between two vectors # and i in R"™ to be
dist(Z, 9) = [|Z — ¥]|.

e We define the dot product of two vectors & = (z1,29,...,2,) and
37: <ylay27"'7yn> in R™ to be

—

T-§=x1Y1 + Toy2 + - + TpYn.

Two vectors ¥ and  in R"™ will be said to be orthogonal to each other
itd-y=0.

We can equate the magnitude of a vector with length (by imagining a
vector in R" as a directed line segment in some coordinate system with
n axes). We will use the term unit vector to refer to a vector having
magnitude one. As we did in R?, we define the direction vector of a vector

T = (x1,23....,2,) in R™ to be the vector
- |
Ty = ——57 &

||

and we define the direction cosines of Z to be the numbers

Ty
1"

cos (0;) = i=1,2,...,n.

The direction cosines of ¥ are the components of Zy;. That is

Ty = (cos (01),cos (62),...,cos(6,)) .
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This allows us to write ¥ = (1, z3....,x,) in the convenient form
T = ||Z|| ¥ = (Magnitude of Z) times (Direction vector of Z).

We can also define the direction angles of ¥ as

_ T .
g; = cos™* <||fZH> Li=1,2,...,n.

However, since most problems that involve the measurement of angles take
place in the setting of R? or R?, we usually don’t have much need to refer to
direction angles in R™ when n > 3.

We can say that two nonzero vectors # and ¢ in R™ are parallel to each
other if there is a scalar ¢ such that § = ¢Z. And, we can equate orthogonality
of nonzero vectors with being perpendicular to each other (again, in some
plane in some coordinate system with n axes).

Example 1.3.2. Let 7 = (1,2,1,—1,0,4) andy = (0,3, —2,2,1, 1) be vectors
in R®. Find £+ vy, |Z||, and determine if & and ¥ are orthogonal.

Using the operations as defined, we have

F4+7={140,2+31-2-14+20+1,4+1)=(1,5—-1,1,1,5),

I1Z]| = /12 + 22+ 12+ (—1)2+ 0% + 42 = /23 ~ 4.7958, and

Z-y=1(0)4+2(3)+ 1(—2) + (—1)(2) + 0(1) + 4(1) = 6.
Since T -9 =6 # 0, we know that T and § are not orthogonal vectors in RS,
Exercise 1.3.1. For each pair of vectors & and i in R",

1. 1dentify the value of n,

1. evaluate T+ 1y and ¥ — .

1. evaluate T -y, and state whether the vectors are orthogonal or not, and

. if the pair is orthogonal, confirm that |7 + 4| = ||Z — 9|, and if the
pair is not orthogonal, confirm that || T + || # ||Z — ¥
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v. evaluate dist(T,¥)

1. #=(1,-1,0,2), 7= (—1,1,1,1)

2. #=(-1,1,1,1,1,-1), ¥ = (0,1,-1,2,0,0)
3. &=(-3,0,4,1,2), 7= (4,2,2,0,2)
Lot %> 7= (1)

1.3.1 Algebraic Properties of the Dot Product

The properties of the dot product that we saw in R? also hold in R" for
n > 2. In particular, for any vectors Z, ¢/ and Z in R™ and scalar ¢

Qﬁl

o 7y =

. :E~fzOwithf~f:00nlyiff:6n.

1.3.2 Span

The operations of vector addition and scalar multiplication will feature promi-
nently through out our study of linear algebra, and when we combine these
operations we collectively refer to the result as a linear combination—see
Definition 1.3.1. In Section 1.1.5, it was mentioned that we may wish to con-
sider allowing the weights in a linear combination to vary. When we allow
the weights (a.k.a. coefficients) in a linear combination to be variable, we
obtain what is called a span.

Definition 1.3.2. Let S = {U}, ¥, ..., U0} be a set of one or more (k> 1)
vectors in R"™. The set of all possible linear combinations of the vectors in S
is called the span of S. It is denoted Span(S) or by Span{vy, ¥, ..., Uk}

To say that a vector  in R is in Span{v, ¥, . . ., U) }, which we can write
symbolically as

y € Span{vy, v, ..., U},
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is to say that there is some set of scalars, ¢y, ca, ..., ¢, such that
]j: 61171 + 02172 + -+ CkUk.

To illustrate, let’s look back at Example 1.1.1. In that example, we
were asked to give a geometric characterization of the collection of all linear
combinations of the vector ¢ = (1,0) in R?. Since a linear combination
of this vector is any vector of the form (c,0), we reasoned that we could
associate these vectors with all of the points on the horizontal axis in R%.
We can say that Span{e;} is the horizontal axis in R?. Likewise, for the
vector € = (0,1), we can say that Span{é,} is the vertical axis in R*. See
Figure 1.3.2.

Span{_e)z}:vertical axis

en Span{31 }=horizontal axis

Example 1.3.3. Consider the pair of vectors € = (1,0) and & = (0,1) in
R%. Show that R* = Span{é}, € }.

First, note that any vector in Span{€éy, e}, say

C1€] + 265 = (C1, C2),
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is necessarily a vector in R®. Next, given any vector T = (x1, ) in R?, we
can write

f: <1’1,0> + <0,£L‘2> = $1<1,0> + 1’2(0, 1> = 1'151 + $2€2.

It follows that ¥ € Span{é, é>}. Thus every vector in R* is in Span{é), >},
and vice versa. It follows that R* = Span{é}, é,}.

Remark 1.3.1. Example 1.3.3 hints at a profound result that we will explore
in more depth in Chapter 4. Specifically, it shows that all of R* can be
constructed from a set of building blocks, for example a set of vectors like
{€1, €}, by using the two critical operations. The set {€1, €} is particularly
easy to work with, and we’ll give this a special name in Chapter 3, but it is
not the only set of building blocks we can use. For example, we can also say
that R? = Span{uy,ds} where i, = (1,1) and iy = (1,—1). Note that if
T = (w1, 39) is any vector in R*, we can write

7= (xlng)ﬁﬁ <x1;x2>ﬁ2. (1.1)

Exercise 1.3.2. Verify the claim at the end of Remark 1.3.1. That is, show
that the equation (1.1) is true for any vector T = (xy,z9) in R*, where
’Jl = <1, 1> and 62 = <]_, —]_>

Example 1.3.4. Consider the three vectors €1 = (1,0,0),é> = (0,1,0) and
ez = (0,0,1) in R®. Describe the subset Span{éi, &3} of R3.

A wvector & € Span{éy, €3} will have the form
T =161 + €3 = (1,0,0) + (0,0, c2) = (1,0, ¢2).

If we allow the values of ¢; and co to vary over all real numbers, we see
that Span{éy, €3} contains all vectors in R® whose second entry is zero. If we
equate R with Cartesian three-space, i.e., the set of all real triples (x,y,2)—
then a geometric interpretation of Span{€éy, €3} is the xz-plane.

Exercise 1.3.3. 1. If u = (1,0,1), determine whether the following vec-
tors are elements of Span{u}.

(b) g: <17072>
(¢) 05 = (0,0,0)

2. Suppose 1 and Ty are nonzero vectors in R™. Show that the zero vector,
On, is an element of Span{¥y,Zs}.
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1.4 Additional Exercises

(Jump to Solutions)

1.

For Z in R™ and scalar ¢ in R, use the definition of the magnitude to
show that ||cZ|| = ||||7]|.

Consider the vector Z = (1,—1,0,3) in R*. Determine the value(s) of
p such that the vector ¥ = (p, 1,2, p) is orthogonal to Z.

. Let # = (-=2,0,2,4,5), and Z = (4,6,-3,2,2). Find a vector 7 in R®

such that
r4+y=2z

. For each pair of vectors, determine whether they are parallel, orthogo-

nal, or neither parallel nor orthogonal.

7=(1,- 13>,gj (—2,2, —6)

b) 7 =(0,4,0,—2), § <1234>
:(1,1,0,1,1) J=(-2,2,-2,22)
(d) Z=(2,-2,8,6,12,0), § = (—1,1,—4, —3,-6,0)

= <2707 _27 1>7 Yy = <07 ]-707 0>

. Let ¥ =(1,1,2,1). Find all possible scalars, ¢ such that ||cZ| = 1.

. Suppose that the vector @ in R™ is orthogonal to every other vector in

R". Explain why it must be that @ = (0,0,...,0). That is, @ = 0,,
the zero vector in R".

. Let @ = (=3,5,2) and © = (1,—1,—4). Determine whether § =

(0,1, —5) is a linear combination of @ and .

. Let 2} = (1,2) and Z = (2,1). Show that if ¥ = (xy,x9) is any vector

in R?, then 7 is in Span{Z), Zo}. (Hint: find coefficients ¢; and ¢y such
that ¥ = 0121 + 0252.)

. For each statement, indicate whether the statement is true or false.

Give a brief explanation or reason for each conclusion.

(a) If # is a vector in R? such that ||Z]| = 1, then ||27] = 2%.
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(b) For a vector Z in R", the vector —7' is the scalar product —1%.
(c) For any pair of vectors ¥ and i in R3, ||Z+ ]| = ||Z|| + ||¥]|-

(d) If a vector Z in R"™ is orthogonal to itself, it must be the zero

vector.

(e) If {iy, Uy, ..., Uy} is any set of vectors in R, then 0, is an element
of {711,1,72, Ce ,ﬁk}

(f) If {a@y, @y, . . . , @y} is any set of vectors in R, then 0,, is an element
of Span{y, Uy, . .., U}

10. Let Z be any nonzero element of R®. Explain the difference between
the set {Z} and the set Span{z}.

11. Use the dot product and the fact that ||| = ¥ - & to prove the
Pythagorean Theorem. The Pythagorean Theorem states

if Z and ¥ are orthogonal, then ||Z + 7|* = ||Z]|* + ||¥]|.
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Chapter 2

Systems of Linear Equations

Central to the study of linear algebra is the desire to solve systems of equa-
tions having multiple variables and a special structure known as linearity. In
fact, the further elements of linear algebra that we consider here (vectors, ma-
trices, vector spaces, linear transformations, etc.) will arise as abstractions
motivated by the need to understand and solve systems of linear equations.
Let us begin by defining linear equation and system of linear equations.

2.1 Linear Equations and Linear Systems

The reader may recognize equations of the form ax + asy = b and a1z +
asy—+asz = b from experience with algebra and geometry and recall that such
equations provide an algebraic representation of a line (in R?) or a plane (in
R3). We understand that the characters x, y, and 2 represent variables
and that ay, as, a3, and b represent constants. We can call the first a linear
equation in two variables and the second a linear equation in three variables.
Here, we won't restrict ourselves to two, three, or any set number of variables,
but we can consider these examples prototypes for linear equations. Rather
than representing different variables with distinct characters (e.g., x, and y),
we will usually use a single character along with subscripts, xq,xs,...,2,.
We'll see that it’s no coincidence that this notation matches the notation we
used for the entries of a vector in R"™.

Definition 2.1.1. A linear equation in the n variables x1,xs, ..., T, is an
equation that can be written in the form

a1r1 + agxy + - -+ + apx, =0,

45
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where ay,ag, . .., a, and b are real numbers (scalars). The numbers ay, ..., a,
are called the coefficients, and b can be called the constant term.

A critical characteristic of a linear equation is that it is constructed by
applying exactly two types of operations to the variables: multiplying by
scalars, and adding variables. (It’s also no coincidence that these two op-
erations, scalar multiplication and vector addition, featured prominently in
our discussion of vectors in R".) This means that in a linear equation we
will not see various other types of operations, such as multiplying variables
by one another, raising variables to powers (other than one), and applying
trigonometric, exponential or logarithmic functions to them. To illustrate,
note that each of

1
4x1 + 319 — 13 = 8, §x1+\/§az2:0, and x4+ 29 = —2x3 + 3x4 + 2

is a linear equation, whereas each of
V2x1+ 1o =3, wmwows=1, and In(zy)=xs+ 23+ 24

is not a linear equation.
We will define a system of linear equations as a collection of one or
more linear equations in the same variables considered together.

21’1 + X9 — 3[E3 + x4 = -3

—x1 + 3x9 + 4dx3 — 224 = 8 (2.1)
is an example of a system of two linear equations in four variables.
ry — 21’2 + x3 = 0
+ 31’2 — 21‘3 = 3 (22)
r, + i) - T3 = 3

is an example of a system of three linear equations in three variables. We
can write a generic system consisting of m equations in n variables as

a11T1 + Q12%y + -+ +  ApTn = b1
211 + Q22%y + -+ +  AopTn, = b2
. . . (2.3)
+ : + -+ : =
Am1T1 + Apm2T2 + 0 A+ T, = bm

Going forward, we will see that some simple conventions used to write (2.3)
will facilitate our work with systems of linear equations. In particular:



2.1. LINEAR EQUATIONS AND LINEAR SYSTEMS 47

e We isolate the constant term in each equation on one side of the equa-
tion with all variables on the other.

e We align like variables vertically, even leaving space when a variable
does not appear in an equation (e.g., in the second equation of (2.2)
where x; does not appear).

e When using a double indexed character to represent coefficients, a;j,
the first index indicates which equation the coefficient appears in, and
the second index corresponds to which variable it scales.

We will classify the system (2.3) as homogeneous if each b; = 0. That is,
a homogeneous system is one in which every constant term is zero. If at
least one b; # 0, we will call the system nonhomogeneous. While each
equation contributes to the system, when analyzing or solving a system, we
consider all the equations together as a whole . With this in mind, we define
a solution and the solution set for a system of linear equations.

Definition 2.1.2. A solution of (2.3) is as an ordered n-tuple of real num-
bers, (S1,82,...,8,), having the property that upon substitution,

X1 = 81, T2 = 82, ) Tn = Snp,

every equation in the system reduces to an identity. The collection of all
solutions of (2.3) is called the solution set of the system.

Definition 2.1.3. The n-tuple consisting of all zeros, (0,0,...,0), is a so-
lution of any homogeneous linear system in n variables. We call this the
trivial solution. A solution, (s1,$2,...,S,) having at least one s; # 0 is
called a nontrivial solution.

Example 2.1.1. Consider the linear system (2.2) above. Let us show that
(1,—1,-3) is a solution of this system.

If we set x1 =1, xo = —1, and x3 = —3, the equations become
I — 2(-1) + (-3 =1+ 2 — 3 =0

+ 3(-1) — 2(-3) = -3 + 6 = 3.
I + (-1) — (=3 =1 -1+ 3 =3

All three equations are satisfied.
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In this chapter, we will develop a method for finding all solutions of any
system of linear equations - in other words for finding the solution set of the
system. It turns out that the solution set of system (2.2) is the set

S={(2+t1+2t3t)|te R}

Since t is allowed to be any real number, the system (2.2) has infinitely many
solutions. Note that if we set t = —1 then we obtain the solution (1,—1,—3).
To verify that every member of the set S is a solution of system (2.2), we can
set x1 = 241, vo = 1+ 2t, and x3 = 3t while allowing t to be an arbitrary
real number. Upon substitution, we have

24+t — 2(142t) + 3t = 2-2 + (1—-443)t = 0
+ 3(1+2t) — 23t) = 3 + (6—-6)t = 3.
2+t + 142t — 3t = 241 + (1+2-3)¢t = 3

We see that for any value of the parameter t, all three equations of sys-
tem (2.2) are satisfied. Thus every ordered triple in the set S is a solution
of system (2.2).

There are three conventions we can use to represent the solution set of a
system of linear equations. They are

e set builder notation
e parametric form

e vector parametric form.

We will illustrate each of these methods of representing solution sets using
the system of equations (2.2) that was studied in Example 2.1.1.

If we want to describe the solution set of system (2.2) using set builder
notation, then we say that the solution set is

S={(@2+t,1+2t3t)|te R} (2.4)

This is the convention that we used to describe the solution set in Example
2.1.1. The vertical bar (pipe) in the set builder notation is interpreted to
mean “such that”. The interpretation of (2.4) in words is: “The solution
set of the linear system (2.2) is the set of all ordered triples of the form
(2+t,1+ 2t,3t) such that ¢ can be any real number.”
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To represent the solution set of system (2.2) in parametric form, we
write

r1 =2+t (2.5)
To =142t

T3 = 3t

teR.

To represent the solution set of system (2.2) in vector parametric form,
we think of the components (z1, xo2, and x3) as being the components of a
vector T = (x1,x9,x3) and we write

T=(2+1t,1+2t3t) (2.6)
teR.

The three ways of describing the solution set are equivalent to each other.
The t that appears in all three methods of describing the solution set is called
a parameter. When using the parametric form or the vector parametric
form, we sometimes omit writing “¢ € R” and take it to be understood
that the parameter, ¢, is allowed to be any real number. However, it is not
conventional to omit writing “¢ € R” when using the set building notation.

Note that since

(246,14 26,3) = (2,1,0) + (£,2t,3t) = (2,1,0) + (1,2, 3),
then an alternative way to write the vector parametric form (2.6) is
7 =1(2,1,0) +t(1,2,3). (2.7)

A useful feature of using the form (2.7) is that this form allows us to easily
see that the solution set (interpreted as a set of vectors) consists of linear
combinations of the vectors (2,1,0) and (1,2,3) where the weight on the
vector (2, 1,0) is 1 and the vector (1,2, 3) can have any (real number) weight.

Exercise 2.1.1.
1. The solution set of the system

21’1 + 4]72 —I— 2I3 + 21‘4 = —4
r1 + 219 + 223 + 624 = —5
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has parametric description

Ty = 1—2s+ 4t
X2 S,

v — -3 5t s,te R
Ty = t,
Convert this to vector parametric form.
2. The solution set of the system
3(131 + Ty — 21’3 + 41’4 + 2.T5 = -2
ry + X9 + 21’3 — 25(74 + Iy = —4
21‘1 — X2 — 81’3 + 11.’L‘4 + 21’5 = =2

is the set of all five-tuples (1, xo, 3, T4, x5) such that
r1 =44+ 2x3 —3xy, x9=-—2—4x3+bdry4, 5= —06

and x3 and x4 can be any real number. Give a parametric description
and a vector parametric description of the solution set.

The solution set of a system is of far more interest than the number of
equations it has or the way that it is written. We will say that two systems of
equations are equivalent if they have the same solution set. Here, we state
without proof an important theorem about solutions to systems of linear
equations.

Theorem 2.1.1. The Solution Set Trichotomy Theorem
For a system of linear equations, exactly one of the following holds:

1. The solution set is empty;
1. There exists a unique solution; or

1. There are infinitely many solutions.

Although we are not able to provide a proof of Theorem 2.1.1 at this
point, the reason that the theorem is true will become evident as we proceed
through this chapter and develop the tools that are needed to find solution
sets of systems of linear equations. In the course of doing this, we will discover
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that the only three possibilities regarding solutions sets of linear systems are
those listed in Theorem 2.1.1. We will refer to a system of equations whose
solution set is empty, case i., as inconsistent. A system having at least one
solution, cases ii. and iii. will be called consistent. To distinguish between
the two types of consistent systems, case iii. systems are sometimes called
dependent.

Remark 2.1.1. The Solution Set Trichotomy Theorem 2.1.1 gives reference
to two BIG questions that arise in any problem solving area of mathematics.

1. Does a problem even have a solution?

2. If a problem has a solution, is that solution unique?

We call these questions of existence and uniqueness, and we frequently
refer back to them.

Remark 2.1.2. Fvery homogeneous system is consistent since the solution
set contains at least the trivial solution. Usually, the interesting question
when encountering a homogeneous system is whether it also permits nontriv-
1al solutions.

While Theorem 2.1.1 holds for linear systems of any size, systems having
two equations and two variables provide a familiar and intuitive geometric
representation of the three solution categories.

2.1.1 Systems of Two Equations with Two Variables

The reader will recognize that an equation of the form a,x; + aszs = b,
with at least one of a; or as nonzero, can be associated with a line in the
xr1re-plane. Hence, we can equate a system of two linear equations with two
variables (with similar minor assumptions about the coefficients),

a1 Ty + apry = b
)
a1T1 + anry = b

with a pair of lines in R?. We recall that a pair of lines in the plane will exhibit
exactly one of three relationships: they are parallel and never intersect, they
will intersect at exactly one point, or they are concurrent (i.e., both equations
describe the same line). Since a solution is defined as an ordered pair of real
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2%y — Xo

2X1 — Xo
2X; — Xo

3 + X

4 22Xy — X
-2 —4x1 + 2%

Figure 2.1: Lines determined by two linear equations in two variables illus-
trating the three possible geometric relationships.

numbers that satisfy both equations in the system, we see that the solution
set of a system of two equations in two variables will either be empty (the
equations describe parallel lines), consist of a unique ordered pair (the lines
have one point of intersection), or will contain infinitely many pairs (all points
on the common line). Figure 2.1 illustrates the three types of solution sets
stated in Theorem 2.1.1 for systems involving two equations in two variables.

Exercise 2.1.2. For each system, plot the lines determined by the equations
together on the same set of axes and determine whether the system is in-
consistent or consistent. If the system is consistent, state whether there is a
unique solution or infinitely many solutions.

7 31‘1 + x9 = 0
‘ T - 31’2 = -1
P + T2 = %
4{L‘1 + 31’2 = -1
2 41‘1 + 65(32 = 3
’ 6£L‘1 + 91’2 =0
4 6(131 + 9132 =0
’ 4£L‘1 -+ 61’2 = 0

Exercise 2.1.3. Consider the system of two equations,

anry + appry = b

. 2.8
a1 + anpry = b (28)
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Ezplain why the system is guaranteed to be consistent with a unique solution
whenever ajyasy # ag1a12.(Hint: A pair of lines in the plane are guaranteed
to intersect exactly once if they have different slopes.)

2.2 Solving a System of Linear Equations

In this section, we will consider a methodical approach to solving a linear
system of equations. Recall that two systems are called equivalent if they
have the same solution set. With this in mind, consider the pair of systems

T + 2.7)2 — X3 = 2 Ty + 2ZL'2 — X3 = 2
3, + a9 — a3 = 2 and ro + w3 = 5. (2.9)
—x1 — 3% = -7 T3 = 3

Although it is not obvious, these are equivalent. Tasked with finding the
solution set, the reader will probably agree that the system on the right has
a structure that greatly simplifies that process. In fact, without any effort,
we see that any solutions will have to include x3 = 3. This can be substituted
into the second equation—we’ll call this “back substitution”—to obtain

ZE2:5—$3:5—3:2,
and with these values known, one more back substitution yields
x1:2—2x2+$3:2—2(2)+3:1.

We find that the system is consistent and has the unique solution (1,2, 3).
Two features of the system that facilitate this substitution process are the
triangular, or inverted stair-step, format of the equations and the fact that
the left most variable in each equation has a coefficient of 1. In fact, a third
system equivalent to this pair is

I =1
ZL’3:3

This formulation has the additional property that, in addition to there being
nothing below the left-most variable in each equation, there is nothing above
the left-most variable in each equation. We can identify the solution set with
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no added effort. The critical question is: given a system, how can we obtain
an equivalent system with such an advantageous structure?

Given any linear system, there are three operations that we can perform
that will preserve the solutions set, i.e., result in an equivalent system. We
can

1. multiply an equation by any nonzero constant,
2. interchange the position of any two equations, and

3. replace an equation with the sum of itself and a multiple of any other
equation.

We can refer to these operations as 1. scaling, 2. swapping, and 3. replacing.
Note that when we refer to the sum of two equations, we mean adding like
terms, the common variables and constant terms. To illustrate, consider the
system on the left in equation (2.9). If we scale the third equation by the
factor —1, the resulting system is

r1 + 219 — w13 = 2
3%’1 + X9 — X3 = 2. (210)
I + 31‘2 = 7

Now, in our system (2.10), if we swap the second and third equation, the
resulting system is

T+ 2%2 — I3 = 2
3[)31 + T — X3 = 2

From (2.11), if we replace the third equation with the sum of itself and —3
times the first equation®, we obtain

T + 2%2 - X3 = 2
T + 3272 = 7.
— 51’2 + 2[E3 = —4

ITo see the details, we can line up the third equation and —3 times the first equation
and combine like terms

third 3z; + x2 — T3
(-3)first —3r; — 6xy 4+ 3z3 = —6 .
new third 0xy — bzry + 223 = —4

Il
NS
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It is worth noting here that this sequence of operations has eliminated the
variable x; from the third equation. If our goal is to obtain the stair-step
structure, we have made progress.

2.2.1 Gaussian Elimination

Here, we will describe a methodical process for reducing a given system of
equations to one having the desirable structure seen on the right in (2.9).
The goal is to use our three operations to eliminate variables (induce zero
coefficients), so that we can use back substitution to identify the solution
set. This process is referred to as Gaussian elimination in honor of German
mathematician Carl Friedrich Gauss (1777-1855), though reference to the
process can be found in the ancient Chinese mathematics text The Nine
Chapters on the Mathematical Art composed sometime between the 10th
and 2nd century BCE. Rather than attempt to describe the process in the
abstract, let’s work through an example problem. We will begin with a
system of equations and perform a sequence of our three operations. At
each step in the process, we can label our equations F4, Es, ... in the order
they appear at that step. We can use the following notation to indicate the
operation we choose at that step.

o If we swap equations E; and Ej;, we will write E; <+ Ej.

e If we scale equation F; by the nonzero constant k, we will write kF; —
E;.

o If we replace equation F; with the sum of itself and the number % times
equation E;, we will write kE; + E; — Ej.

Let’s begin with the following system of three equations in three variables

2.731 + To + T3 = 8
Ty + To + I3 = 6 . (212)
1 — 21’2 = —4

The general idea is to use the left most variable in the top equation to
eliminate this variable from all equations below it. Then, we leave the first
equation fixed, move down and use the left most variable in the second equa-
tion to eliminate this variable from all equations below it. We continue this
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process until we have obtained the inverted stair-step format, and we follow
up with back substitution to identify the solution set.

It would be advantageous to have the coefficient of z; in the top equation
to be 1. To this end, let us swap the order of the first and second equation?.
Recall that we can signify this operation by writing E; <+ E5. The result is

T + Ty + Trsy = 6
El g E2 2x1 + To + I3 = 8 . (213)
T — 21’2 = —4

Next, we can eliminate the variable x; from the second and third equation
with an appropriate replacement. To remove x; from the second equation,
we need to add —2xq, so we will replace the second equation with the sum
of itself and —2 times the first equation. After this operation, we have

Ty + To + T3 = 6
—2E1 + EQ — E2 — X9 — T3 = —4 . (214)
T — 239 = —4

Similarly, if we replace the third equation with the sum of itself and —1 times
the first equation, we have

ry + To + X3 = 6
—FE1+ F3 — B3 — To — T3 = —4 . (215)
- 3[)’22 — I3 = —10

At this stage, we have achieved the initial goal. The variable x; appears in
only the top equation. Let’s continue by performing the same process on the
subsystem we get by keeping the first equation fixed. That is, we will play
this same game on the smaller embedded system consisting of the current
second and third equations. Let’s scale the second equation by —1 to get a
coefficient of 1 on xs.

r1 + Ty + T3 = 6
—1E2 — EQ X9 + X3 = 4 . (216)
— 31’2 — X3 = —10

2We could also choose to swap the first and third equation or even to scale the first
equation by % While we’ll take a methodical approach, we don’t claim that a choice made
at a given step is the only choice we could make.
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Now, we can eliminate x5 from the third equation by replacing the third
equation with the sum of itself and 3 times the second equation.

ry + T2 + T3 = 6
3Ey + FE3 — Ej T2 + r3 = 4. (217)
21‘3 = 2

Finally, we scale the third equation and proceed with the back substitution.

1 Ty + x2 + x3 = 6
§E3%E3 To + x3 = 4. (218)
Irs = 1

Now, we see that the system has a solution and that 3 = 1. We can perform
back substitution to obtain

To=4—a23=4—1=3, and z1=06—29—23=6—-3—1=2.

The system has a unique solution which we can express as an ordered triple

r1 = 2
(21,29, 3) = (2,3,1); in parametric form xs = 3 ; or in vector parametric
r3 = 1

form © = (2,3,1).
Before moving on, let’s go though the process again with the system

ry + 4dxy 4+ 3z3 = 1
21’1 + To — r3 = 2. (219)
—x1 + 3xs + 4x3 = 0

We have a coefficient of 1 on z; in the first equation. That is advantageous.
We can use z; in that top equation to eliminate this variable in the second
and third. As before, we’ll accomplish this with the replacement operations
koF1 + Fy — E5 and ksFE; + F3 — E3 with the choices of ky and ks that
result in Oz;.

r1 + 4dxy + 3x3 = 1
—2F, + E5y — Es — Txyg — 71’3 = 0. (220)
—r1 + 3$2 + 41’3 =0

r1 + 4dxy 4+ 3z3 = 1
Ey+ F3 — Ej — Txyg — Txg = 0. (221)
Txg + Txrs = 1
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We can scale the second equation to obtain a coefficient of 1 on xs.

1 r1 + 4z 4+ 323 = 1
_?EQ — E2 Tro + X3 0. (222)
71‘2 + 75(]3 = 1

Then we can use x, in the second equation to eliminate x5 from the third
equation.

r1 + 4dxe + 3x3 = 1
—T7Ey 4+ E35 — FEj T + r3 = 0. (223)
0 =1

Something interesting has happened; our third equation reads as
0xqy + 029 +0x3 =1, ie., 0=1,

which is false for all possible values of 1, x5, and x3. It was not initially
obvious, but the system (2.19) is inconsistent. Our result, an obviously false
equation such as “0 = 1,” is typical of an inconsistent system.

Exercise 2.2.1. Perform the Gaussian elimination process on each system
of equations. At each step, use the operation notation (E; <+ E;, kE; — E;,
kE; + E; — E;) to clearly indicate the operation you have selected. If the
system 1s consistent, state the solution in either parametric form or in vector
parametric form.

7 2ZE1 + 3.%'2 = 1
‘ - + 61‘2 = =2
Ty + 21‘2 + 2$3 =S 1
2. 3$1 + Ty — T3 = —2
Ty + To — 2373 = 0
31‘1 + Ty — r3 = -2
3. Ty + Ty — 2£L'3 = 0

233'1 + r3 = 1
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2.3 Matrices

2

We might notice in the examples above that, aside from the symbol “—” on
a negative coefficient, the variable names, and arithmetic symbols “+” and
“=" are carried along at each step as part of the formal expression of the
equations while the actual operations affect the coefficients. In this section,
we introduce a mathematical object called a matriz (plural matrices) that
will serve as a tool in performing our elimination process. Matrices will allow
us to perform the elimination process by focusing on the critical features of
the system, the coefficients and the constant terms, while ignoring some of

the formal notation.

Definition 2.3.1. A matrix is a rectangular array of numbers of the form

aix a2 Q1n
a21 Q22 A2p,
Am1 Am2  *°° Amn

Each number, a;;, is called an entry or an element of the matriz. If the
matriz has m rows and n columns, we say that the size or dimension of
the matriz is “m by n” and write m X n.

Remark 2.3.1. In writing the size of a matriz, the first number always
indicates the number of rows and the second the number of columns. This
is the convention that everyone has agreed to, and we will follow suit. In
keeping with this tradition, when we use double subscript notation like a;; to
indicate an entry in a matriz, the first subscript, i, indicates its row and the
second, j, its column.

Remark 2.3.2. Matrices are typically labeled using capital letters, A, B,
etc., and we often state the size when referring to a matriz. For example, if

1 -1
A= 4

0 , and B=
-3 7

Y

-2
9

— N W
— O N

1 0
3 2
5
1

we say A is a 3 X 4 matrix and B is a 4 X 2 matriz. We commonly use
an uppercase-lowercase convention when referring to the entries in a matriz.
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That is, we would use the notation a;; to refer to the entries in A and b;; to
refer to the entries in B. Recalling that the first index indicates the row and
the second the columns, we can identify select entries

an =1, ap=-1, ay =4, b=0, by =3, and by =05.

Remark 2.3.3. The notation A = [a;;] is a common shorthand to refer to a
matriz A having entries a;;, especially if the size of the matriz is known or
not of immediate interest.

2.3.1 Coefficient and Augmented Matrices

Given a system of linear equations, we can immediately associate with it a
pair of matrices. Recall our generic system (2.3) consisting of m equations
in n variables

ajiry + aprs + + appr, = bl

a21r1 + (Q99T9 + + agpr, = b2
+ + + =

Am1T1 +  GmaZs + +  GpnTn = bm

The coefficient matrix for the system (2.3) is the m x n matrix

ay; Q12 - QAip
Q21 Q22 °° Q2n
Am1 Am2  *°° Amp

whose entries are the coefficients of the variables in the equations. The
number of rows of the coefficient matrix is determined by the number of
equations in the system. The number of columns of the coefficient matrix
is equal to the number of variables. When we follow the earlier convention
for writing a system of linear equations, we can easily identify the coefficient
matrix.

The augmented matrix for the system (2.3) is the m x (n + 1) matrix
obtained from the coefficient matrix by adding (i.e., augmenting it with) an
extra column whose entries are the constant terms (right hand side values)
of the equations. To distinguish a matrix as the augmented matrix of some
system, it is convenient to include a delimiter, such as a dashed or solid line,
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just to the left of the right most column. While not strictly necessary, it
has the advantage of immediately signaling to the reader that the matrix is
intended to represent an augmented matrix. If we follow this convention, the
augmented matrix for the system (2.3) can be written as

aix a2 a1y | b1
21 A22 a2y, | bo

. (2.24)
Am1 Am2 - Qmn bm

Example 2.3.1. Write the coefficient and augmented matrices for the two
systems of equations in (2.9). Those equations were

Ty 4+ 29 — x3 = 2 Ty + 29 — x3 = 2
3331 + x93 — X3 = 2 and To + X3 = 5.
—x1 — 319 = -7 r3 = 3

For the system on the left, the matrices are

1 2 -1 1 2 —-1] 2
Coefficient: 3 1 —11|, Augmented: 3 1 =1 2
-1 -3 0 -1 -3 0|7

For the system on the right, the matrices are

1 2 -1 1 2 —1/2
Coefficient: 01 1], Augmented:|{ 0 1 1|5
00 1 00 1|3

Remark 2.3.4. Note that we place a zero in the matriz corresponding to any
position in which a variable is missing. We leave blank spaces when writing
a system of equations, but we do not leave blank spaces in a matrix.

Exercise 2.3.1. Write the coefficient and the augmented matriz for each
system of equations.

T —+ 2%2 + 232‘3 = 1
1. 31‘1 + To — I3 = —2
r, + o — 2?[73 = 0
—2£L'1 + To — X3 + 2l‘4 =1

2 6x1 — 3z9 + 4z, =
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Exercise 2.3.2. For each matrixz A, write a homogeneous system of equations
having A as its coefficient matriz.

(10 -1 2
LA=|2 -3 2 -1
0 2 4 2

1 3 5
2.A=1(T7 9 1
2 46

Exercise 2.3.3. For each augmented matriz A, write the corresponding sys-
tem of equations.

1 0 —-1| 2
1. A=12 -3 2|-1
0 2 4] 2

1 315
2. A=1[T7 9|1
2 416

2.3.2 Elementary Row Operations

We can implement the Gaussian elimination procedure on a linear system
by performing appropriate operations on the rows of its augmented matrix.
There are three such operations that we call elementary row operations.
The elementary row operations, which can be applied to any matrix, are

1. multiply all entries in a row by any nonzero constant,
2. interchange the position of any two rows, and

3. replace a row with the sum of its entries and a multiple of the corre-
sponding entries in any other row.

We will call these operations scaling, swapping, and replacing, respectively.
When we perform one of these operations on a matrix, we say that the
resulting matrix is row equivalent to the initial matrix. In fact, we will
define two matrices as being row equivalent if one can be obtained from the
other by performing some sequence of elementary row operations. You may
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recall that the term “equivalent” was used to describe two systems of linear
equations having the same solution set. The following theorem tells us that
these two concepts, row equivalence of matrices and equivalence of systems
of equations, are intimately related.

Theorem 2.3.1. If the augmented matrices of two systems of linear equa-
tions are row equivalent, then the systems are equivalent.

This result is not surprising in light of the obvious connection between the
elementary row operations and the operations used in Gaussian elimination.
But this is a critical result that allows us to use matrices when solving linear
systems. Let’s revisit our work with the system (2.12) and restate the process
in terms of row operations. Going forward, we will use the following popular
notation to indicate row operations—fortunately, this matches the previous
notation simply replacing E (for equation) with R (for row). We will write

e kR; — R; to indicate scaling the i'* row by the constant k,
e 1 <+ R; to indicate swapping rows ¢ and j, and

e kR, + R; — R, to indicate that row j is replaced with the sum of itself
and k times row 1.

We start with system (2.12) and write out its augmented matrix.

2.’131 + To + T3 = 8 2 11 8
r1 — 2$2 = —4 1 -2 0| —4

Let’s look at the process we went through before and do a side-by-side
comparison of the operations on the equations and the corresponding ele-
mentary row operations. See equations (2.13)—(2.18) from section 2.2.1.

FE1<FE> Ri+R>
g T + To + T3 = 6\ 1 11 6 )
20, + 1y + w3 = 8 2 11| 8 (2.26)
rr — 21’2 = —4 1 -2 0|4
—2E1+F>—F» —2R1+R2—Ra
o+ o + a3 = 6 T1 1 1] 67
T 0 —1 —1|—4]. (227

T — 2% = —4 1 -2 0] —4
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—E1+E3—E;5 —Ri1+R3—R3
,I‘1 + Ty + X3 = 6 1 1 1 6 )
T — 0 —1 —1| —4|. (228
—1FEo—FEo —1R2—R2
,‘Tl + To + X3 = 6 1 1 1 6 )
2 + a3 = A 0 1 1| 4. (229
3E2+FE3—FE3 3R2+R3—R3
"o+ oz + oz = 6 T11 1]6
T + w3 = 4 01 1[4]. (2.30)
203 = 2 00 2|2
%E3~)E3 %R3~>R3
"2y + @y + 3 = 6 11 1]6
zs + x3 = 4 01 1]4]. (2.31)
r3 = 1 0 0 1|1

When we solved this system before, we stopped at this step. Since we can
readily convert between an augmented matrix and a system of equations, we
could take the matrix on the right in (2.31), write the associated system (the
one on the left in (2.31)), and finish up using back substitution. This time,
let’s continue to use row operations to go further.

Notice that the inverted stair-step structure on the system corresponds to
a particular pattern in the augmented matrix. The columns corresponding to
the coefficients (the first three in this example) have a sort of triangle of zeros
in the lower left corner. There’s a special name for this structure, and we’ll
circle back to that shortly. For now, let’s attempt to use our elementary row
operations to induce even more elimination. Since we’ve eliminated x; and
2o from the third equation, we can use row replacement to eliminate x3 from
the first two equations—and we can do this without disrupting that triangle
of zeros! Let’s see this in action, and look at the corresponding system at



2.3. MATRICES 65

each step. We'll perform —R3 + Ry — R, followed by —R3 + Ry — Rj.

—R3+Ro—R2
T111]67 T 4+ zy + w3 = 6

01 0|3 o - 3. (2.32)
00 1|1 2y = 1

—R3+R1— Ry

Ti10]57 4+ - 5

010/3 o — 3. (2.33)
00 1|1 zy = 1

Finally, we can eliminate x5 from the first equation using —Rs; + R; — R;
to obtain

—Ro+R1— Ry

T1 0027 1 — 2
01 0|3 - —- 3. (2.34)
00 11 2y = 1

It is now obvious that the system has a solution and we see what that solution
is.

2.3.3 Echelon Forms

If we know what we're looking for, all of the matrices in (2.31)—(2.34) have
features that can tell us about the underlying system of equations—features
that address those existence and uniqueness questions. A matrix with this
structure is called an echelon form, more precisely, a row echelon form. The
word “echelon” is coming from the French échelon, meaning a step or level,
which in turn stems from the Latin scala, meaning ladder—rather appropri-
ate given our comparison to a set of stairs.

We will call the leftmost nonzero entry in the row of a matrix a leading
entry. With that, we define what it means to say that a matrix is in row
echelon or reduced row echelon form.

Definition 2.3.2. We will say that a matriz is in row echelon form if it
satisfies the properties that

1. any row whose entries are all zeros is below all rows that contain a
leading entry, and



66 CHAPTER 2. SYSTEMS OF LINEAR EQUATIONS

2. the leading entry in every row is to the right of the leading entries in
every row above it.

We will say that a matriz is in reduced row echelon form if, in addition
to being in row echelon form,

3. the leading entry in each row is a 1 (called a “leading one”), and

4. each leading one s the only nonzero entry in its column.

We'll often use the shorthand “ref” and “rref,” respectively, to refer to
row echelon and reduced row echelon forms®. At first pass, the properties in
definition 2.3.2 might seem rather unintuitive, but with a little bit of practice,
it’s easy to train one’s eye to recognize echelon forms, and we will use them
extensively. Let’s practice identifying echelon forms.

Example 2.3.2. Let x represent some nonzero number and [J represent any
number (including zero). List all of the possible 2 x 2 echelon forms.
There are four possible 2 x 2 echelon forms.

ol Lool o)« 7]

Example 2.3.3. Classify each of the following matrices as a row echelon
form (ref), a reduced row echelon form (rref), or not an echelon form.

2 1 3 (1)(2)_03 110
A=|0 -1 1|, B=|, ] | C=|001],
0 0 7 00 4 000
110 1200 3 1
010 0010 -2 0
P=loor| = looo1 6 -1
000 0000 0 0

A: The matrixz A is in row echelon form, but it is not in reduced echelon
form. There are no rows of all zero, so that property is satisfied by
default. The leading entries are 2, —1, and 7, in that order. The leading
entries tend strictly to the right as we go down the rows.

3Many computer algebra systems capable of matrix manipulations use the names ref
and rref for predefined functions that input a matrix and output a row equivalent echelon
form.
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B:

Matrix B is not an echelon form. We must be careful here because
at first glance, B has a bit of a stair step structure. But notice that
the leading entry in the third row is not to the right of the leading
entry in the second row. An alternative formulation of property 2. in
definition 2.3.2 is that all the entries below a leading entry must be zero.
Since the leading entry in the second row has a nonzero entry below it,
property 2. is violated.

- Matriz C is a reduced row echelon form. It is an echelon form (prop-

erties 1. and 2.). Moreover, the leading entries are both 1, and each
leading 1 is the only nonzero entry in its column.

© Matriz D is a row echelon form, but it is not a reduced row echelon

form. It satisfies properties 1., 2., and 3. But note that the leading one
in the second column is not the only nonzero entry in that column.

© Matriz E s a reduced row echelon form. This example is a bit less

obvious because it has several nonzero, and non-one, entries. However,
if we look closely, we see that all of the properties of an rref are satisfied.
This matriz has three leading ones columns 1, 3, and 4. Fach leading
one is to the right of all leading ones above it, and each leading one is
the only nonzero entry in its column.

Exercise 2.3.4. Classify each matriz as a row echelon form (ref), a reduced
row echelon form (rref), or not an echelon form. Identify which property (or
properties) is not satisfied if a matriz is not an echelon form (or is an ref
but not an rref).

o]

O O ==
S O ==

= =
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Exercise 2.3.5. Use the notation from Example 2.5.2 where appropriate.
1. Write out all possible 2 x 2 reduced row echelon forms.
2. Write out all of the possible 2 x 3 row echelon forms.
3. Write out all of the possible 2 x 3 reduced row echelon forms.

4. Write out all possible 3 X 3 row echelon forms.

5. Write out all possible 3 x 3 reduced row echelon forms.

2.3.4 Row Reduction

Given any matrix that is not an echelon form, we can obtain a row equivalent
echelon form by performing some set of elementary row operations. We’'ll call
this process row reduction. With an echelon form as the goal of our row
reduction efforts, we want to choose operations carefully at each step—not
because there is only one correct set of steps, but because we don’t want
to choose an operation that takes us further from our goal. We can follow
some simple guidelines to optimize our row reduction efforts. In particular,
we will work from left to right, top down, to obtain an ref by inducing zeros
below each leading entry. To obtain an rref, we first obtain an ref, and then
continue the process of inducing zeros above each leading entry by working
from right to left, bottom-up, and eventually scaling each leading entry to
be 1. Let’s see the process in action.
We will start with the 4 x 5 matrix

3216 0
42 2 0 -2
A= 110 3 =2
2113 2

and produce an ref. Since the first column is not all zero, the top left corner
will contain a leading entry, and we use this leading entry to obtain all zero
below it. Letting * denote a nonzero entry, we want the first column to
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*
become 8 . It is desirable (though not necessary) to have a 1 in that top
0
left corner, so we will swap the first and third row to obtain
1103 -2
4 2 2 0 -2
B o By 3216 0
2113 2

To clear the column, we use replacement operations kiR + Ry — Ra, ko Ry +
R3; — Rz and k3R, + Ry — Ry choosing the scalars k; to that the first
entry in the new row is zero. (Hopefully it’s clear why moving the 1 to the
top row was advantageous.) For this example, we can do three replacement
operations.

1 10 3 -2
ARy Ry 022 -2 6
2 11 3 2
1 10 3 -2
—3R, + R3 — Ry 8 :f f __1?) g , and
2 11 3 2
1 10 3 -2
—2Ry + Ry — Ry 022 20

0 -1 1 -3 6

0 -1 1 -3 6

Now that the first column has the correct format, we essentially ignore the
top row and leftmost column,

1 1 0 3 —1
0 -2 2 —-12 6
0o -1 1 -3 6]’
0O -1 1 -3 6
and repeat the process on the resulting sub-matrix (the blue entries above).

Leaving the top row fixed, the zeros in the leftmost column guarantee that
we will not undo the progress we’ve made.
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Since the leftmost blue column is not all zero, the top entry will be a lead-
ing entry and we choose operations that result in the leftmost blue column

*
becoming | 0 |. We can accomplish that via a few steps®
0
1 1 0 3 -2
1 0o 1 -1 6 -3
gt B 0 -1 1 -3 6]
0O -1 1 -3 6
11 0 3 -2
0o 1 -1 6 -3
R2 + Rg — Rg 0 0 0 3 3 R
0O -1 1 -3 6
11 03 -2
01 -1 6 -3
Ry + Ry — Ry 0 0 0 3 3
00 03 3

11 0 3 -
0 - :
oo 03 3|’
0 3

and work with the new sub-matrix (shown in blue). We will continue this
process until an ref is obtained.

We note that the leftmost column in the new submatrix contains all
zeros. There are no row operations that will result in nonzero numbers in
these positions without losing the progress we made on the first two columns.
This column will not contain a leading entry, so we leave those zeros

4Keep in mind that it’s not the exact operations performed, it’s the result that matters.
You might choose different operations to achieve the same outcome—and that’s perfectly
legit!
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and move to the right.
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The goal is for that leftmost blue column to have the form [ S ] We can

accomplish that with one row operation.

11 0 3 =2
01 -1 6 -3
00 00 O

Now we have an ref, and we can see that the first, second and fourth columns
in this example contain a leading term. While this ref is not unique (we
could, for example, scale any of the rows and still have an ref), further row
operations will not change the locations of the leading terms.

We can obtain an rref starting from an ref by essentially working back-
wards (right to left, bottom up) to obtain zeros in every entry above each
leading entry. Performing the process from right to left guarantees that once
we get a zero in a desired position, it will remain zero as we proceed.

Continuing with our example, we can obtain zeros above the leading entry
in the fourth column by performing two replacements of the form ki R3+ Ry —
Ry and ko R3 + Ry — Ry with strategic choices of k£ and k.

11 03 —2
—2R3 + Ry — Ry 8 (1) _(1) g _g
00 00 0
11 00 =5
~R3+ R, — Ry 8 (1) _(1) g _g

00 00 O

Now we move left to the next leading entry and use replacements to get all
zero entries above it. In this example, the next leading entry is in the second
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column, and we only need one replacement to eliminate the entry above it.

10 10 4
01 -1 0 -9
R+ Ry = Ry 00 03 3
00 00 0

If necessary, we scale all leading entries to be 1, and the process is complete.

10 10 4
1 01 -1 0 -9
00 00 O

The matrix above in equation (2.36) is an rref that is row equivalent to the
matrix A that we started with. We might call this “the reduced row echelon
form of A,” but such a statement immediately raises a question:

If, starting from the same matrix A, we select a different set of
row operations to obtain an rref, could we obtain a different rref?

This is an interesting question, especially in light of the observation that
the ref in equation (2.35) is not unique. But, while we can do row operations
to obtain different refs, one key property would remain the same. The po-
sitions of the leading entries would not change. Turns out, no matter what
operations we choose to obtain a reduced row echelon form, we end up with
the same final result. We have the following theorem, stated here without
proof.

Theorem 2.3.2. A matriz A is row equivalent to exactly one reduced row
echelon form.

Since an rref is unique, we can use the notation rref(A) to refer to the
reduced row echelon form of a matrix A.

Exercise 2.3.6. For each matriz A, follow the process outlined in the row
reduction example to find rref(A).
2 =2 5

La=[7y 52



2.3. MATRICES 73

44 0 -2
A=l 13 5
(2 4 6 8
3. A=146 8 10
6 8 10 4
(12 3
JoA=|2 3 4
3 45
(10 -3 0 0
18 -5 -2 0
SA=116 6 0 -1
13 7 -7 -1 -2

The leading entries are used to eliminate all of the entries in their re-
spective columns during the row reduction process, and the location of the
leading entries is independent of the specific row operations chosen. Given
their role, the leading entries are often called pivots. For a coefficient or an
augmented matrix, we can relate these entries to the variables in the under-
lying system of equations. Since the reduced row echelon form is unique, we
can make the following unambiguous definition.

Definition 2.3.3. A pivot position in a matriz A is the location of a
leading 1 in rref(A). A column that contains a pivot position is called a
pivot column.

Example 2.3.4. Circle the pivot positions and list the pivot columns of the
matriz

3216 0

4 2 2 0 =2

A=11 103 -2

2113 2

We previously found

10 10 4
01 -1 0 -9
wef(A) =190 01 1
00 00 O
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From the locations of the leading ones, we identify the entries in the pivot
positions. Circling them we have

3 21 6 0
4 (22 0 -2
1 10 (39 -2
2 11 3 2

We see that the pivot columns are columns 1, 2, and 4.

Exercise 2.3.7. For each matriz A in exercise 2.3.6, circle the pivot posi-
tions and list the pivot columns.

Exercise 2.3.8. Suppose A is a 5 X 7 matriz.

1. If A is the coefficient matrixz of a linear system of equations, how many
variables does the system have?

2. If A is the augmented matriz of a linear system of equations, how many
variables does the system have?

3. Could A have T pivot columns? (Ezplain your answer.)

Exercise 2.3.9. If A is an m x n matrix, what is the mazimum number of
pivot columns A can have? (Hint: consider the possible cases, m < n and
m > n. Ezplain your answer.)

2.4 Solutions of Linear Systems

Augmented matrices and row reduction provide a convenient framework for
solving systems of linear equations, and we’ll find that we can use pivot
columns to deduce consistency and express solutions. To illustrate, let’s
consider the system of four equations in five variables

—r1T — 21’2 Ty + 2$5 = -3

Ty + ZZEQ + x3 - 3175 = 4
31’1 + 6I2 + r3 — T4 — 4?[75 = 10 - (237)
207 4+ 4dx9s + a3 — x4 — Dxsy = 7
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The system is formatted nicely, so we can easily write out the augmented
matrix,

-1 -2 0 1 2|-3

1 21 0 -3| 4

3 61 -1 —4 10

2 41 -1 =5| 7

(2.38)

Now, if we perform the row reduction procedure on this matrix (exercise left
to the reader), we find the rref

1200 1|3
0010 —4]1
0001 3|0 (2.39)
000O0 0]0

We can translate this matrix back into a linear system. Since the fourth row
is all zero, it corresponds to the trivially true equation “0 = 0,” which we
won'’t bother to write out. Otherwise, the matrix in (2.39) is the augmented
matrix of the system

Ty + 2372 + Ty = 3
Ty + 31‘5 = 0

We might notice something interesting about the variables that correspond
to the pivot columns. In this case, the pivot columns are columns 1, 3, and
4. Since the only nonzero entry in a pivot column is 1, each of the variables
x1,x3 and x4 only appears in one equation, and each has a coefficient of 1.
This provides us with a convenient way to express solutions by simply moving
the remaining variables (the non-pivot column variables) to the right side.
We can write

ry = 3 — 21’2 — Iy
vy = —3x5

There are no additional conditions on the variables x5 and x5 which means
that these variables can take on any real value. Then, for any choice of x5
and x5, as long as x1, x3, and z4 satisfy the three equations (2.41), the 5-tuple
(1,9, T3, x4, T5) will be in the solution set of the system (2.37). Variables
like x5 and x5 that can take on any value are called free variables. It is
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customary (though not required) to assign parameter names, such as t or
s, to free variables. Whether we relabel the free variables or let them keep
their original names, a proper presentation of the solution set should clearly
identify any free variable(s). A parametric representation of the solution set
of (2.37) could be written as

r1 = 3—2t—s

To = t

x3 = 1+4+4s , s,t € R. (2.42)
T4 = —3s

Ty = S

This solution expressed in vector parametric form is
7=(3,0,1,0,0) +¢(—2,1,0,0,0) + s(—1,0,4, -3, 1). (2.43)

As long as we identify free variables, we can also express the solution set in
the form

Ty = 3—2xy — 5
I3 = 1+ 4.]]5
Ty = —3%'5

To,T5 are free

Note that the only real difference between this and (2.41) is that we explicitly
state that the variables x5 and x5 are free. We'll call the variables that are
not free basic variables. We can formally define the two variable types.

Definition 2.4.1. Let A be an m x n matrix that is the coefficient matrix
for a system of linear equations in the n variables, xi,xo,...,x,. For each
1=1,...,n

o if the i'" column of A is a pivot column, then x; is a basic variable,
and

o if the it" column of A is not a pivot column, the ; is a free variable.

When expressing the solution of a consistent linear system, we will always
express the basic variables in terms of the free variables (and never the other
way around®).

5It’s not technically wrong to rearrange the third equation in (2.41) to read x5 = —%m.
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Example 2.4.1. Use an augmented matrix and row reduction to determine
the solution set of the linear system

2$1 + 4ZL’2 + 6ZL’3 = &8
4r; + 6z + 8x3 = 10.
6x; + 8xy + 10z3 = 4
We set up the augmented matriz and row reduce to an rref.
2 4 6| 8 10 =110
46 80| " o1 2o
6 8 10| 4 00 0]1

The third row of the rref corresponds to the equation
0271 + OIQ + OZL’3 = 1,

which s false for all possible values of x1,x9, and x3. The conclusion is that
this system is inconsistent. We can say that the solution set is empty.

Example 2.4.2. Use an augmented matriz and row reduction to determine
the solution set of the linear system

—x1 + 2232 + 41’3 = 3
31'1 + x5 + 21’3 = 4.
— 2132 + 61’3 =1

Again, we set up the augmented matriz and row reduce to an rref.

1 2 4|3 1 00| 5/7
3 1204 ™ o1 0]3235
0 -2 6|1 0 0 133/70

The first three columns are pivot columns, so all three variables are basic
variables. This system has a unique solution that we can state in parametric
form

xry = 5/7
z3 = 33/70

But only one of 4 and x5 can truly be a free parameter. We would have to rearrange the

other two equations in (2.41) to replace each x5 with —fz4. That’s extra work without
good reason for doing it. It would be incorrect to say both x4 = —3z5 and z5 = f%u

without indicating that one of these is a free variable. If we follow the convention of always
stating basic variables in terms of free variables, and never the other way around, we avoid
errors and unnecessary work.
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Exercise 2.4.1. For each system of equations, use an augmented matrix and
row reduction to either find the solutions set or determine that the system is
inconsistent.

T + x3 = 20
1. Tog — T3z — Ty4 = 0
1 + 22 = &0
il + 233'2 -+ 4!133 =0
2. 2;61 + 3.732 + 5373 =0
31’1 + 4.T2 + 2ZE3 =0
21’1 - QZEQ + T3 = 6
3. T + X9 — X3 = —2
To + 31’3 = 5

From the rref of the augmented matrix in Example 2.4.1, we see that the
rightmost column, the augmented column, is a pivot column. This equates
to the false equation “0 = 1,” leading us to the conclusion that the system
is inconsistent. What we see here is not unique to this example and in fact
leads to a general relationship between the consistency of a linear system and
the nature of the pivot columns of its augmented matrix. If the rightmost
column of an augmented matrix is a pivot column, then the rref will include
a row of the form

00 - 0] 1],

implying that the original system is equivalent to a system having the neces-
sarily false equation “0 = 1.” In fact, it is not necessary to obtain a full rref in
order to conclude that a system is inconsistent. If any ref that is row equiv-
alent to an augmented matrix includes a row of the form [0 0 --- 0 | x|, with
* any nonzero number, the underlying system will include a false equation
“0 = something not zero.”

We have seen that the pivot columns of an augmented matrix are re-
lated to the consistency of the underlying system, and they provide a way to
characterize the variables and express solutions. We can state the following
theorem that summarizes the relationship between pivot columns and the
two big questions of existence and uniqueness.

Theorem 2.4.1. Let A and A be the coefficient matriz and the augmented
matriz of the linear system (2.3), respectively.
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1. If the rightmost column offl s a pivot column of fl, then the system
18 tnconsistent.

2. If the rightmost column of/Al s not a pivot column offl, then the system
18 consistent.

Moreover, if the system is consistent, then

1. if every column of A is a pivot column of A, then the system has a
unique solution; and

2. if at least one column of A is not a pivot column of A, then the system
has infinitely many solutions.

The first part of Theorem 2.4.1 reiterates our previous observation that
a pivot position in the augmented column corresponds to a necessarily false
equation (“0 = 17). It also states that this must be the case if the system
is inconsistent—meaning if the rightmost column of an augmented matrix is
not a pivot column, the system must have at least one solution. As for the
second part of Theorem 2.4.1, multiple solutions requires the presence of one
or more free variables, and that requires at least one of the columns of A
to not be a pivot column. Theorem 2.4.1 is summarized by the flow chart
shown in Figure 2.2.

An immediate corollary to Theorem 2.4.1 is the following:

Corollary 2.4.1. If m < n, then any system of m linear equations in n
variables is either inconsistent or has infinitely many solutions.

This says that if there are more variables than there are equations, it is
not possible for the system to have a unique solution. It’s certainly possible
that such a system has no solution, but if it does have a solution, there must
be at least one free variable (see Exercise 2.3.9).

Exercise 2.4.2. For each augmented matriz, determine whether the associ-
ated system s inconsistent, consistent with a unique solution, or consistent
with infinitely many solutions. (If possible, make your determinations with-
out performing additional row operations.)

1
1. | 0
0

S O N
o = O
SN =
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Figure 2.2: Flow Chart Illustrating Theorem 2.4.1
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10 -20 -4 3]0
72101 00 7 —3|1
(00 00 0 04
(1.0 0]-8
8. 10 10| 5
00 0| 0

Exercise 2.4.3. For each of the consistent systems in FExercise 2.4.2, write
the solution set in parametric form. FEither assign parameters to any free
variables, or be sure to clearly indicate which variables (if any) are free.(Note:
you may need to perform additional row operations.)

2.5 Additional Exercises

(Jump to Solutions)

1. Solve each linear system by using row reduction on the associated aug-
mented matrix.

T -+ 2.172 + x3 = 1
a. 3r; + dSx9 + 3x3 = 4
2l’1 + 22 + X3 = 4
T - X3 = 2
b. 2[E1 + 29 + 21‘3 = —6
3.1'1 -+ 2%2 -+ 21}3 = -5
—2r7 + 229 — 3x3 — 224 = -8
C. 31’1 — 31’2 + 3[E3 + Ty = 10
2r1  — 2wy + 23 = 4

—2r7 — 6x9 + 4dx3 — 8xry + 32z5 = 18

d. 3r; + 929 + w3 — 224 — O6x5 = 8

2. Determine all values of b, if any, such that the system of equations
having the given augmented matrix is consistent.

2 b3
&1 1 34
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4 3| -2
e ]
4 6| b
“ 16 9]12
3. For each system of equations, determine all value(s) of b and ¢, if any,

such that the system of equations has (i) no solution, (ii) a unique
solution, and (iii) infinitely many solutions.

a T + 31‘2 = 2
' 3.171 + bﬂ?g = C
b bl'l — 21’2 = 5
' 4&71 + 7LE2 = C
c 3$1 + bl‘g =0
" exy 4+ 4xy = 0

4. Create your own specific example of
a. asystem of linear equations with three equations and two variables
that has a unique solution.

b. asystem of linear equations with three equations and two variables
that is inconsistent.

c. asystem of linear equations with three equations and two variables
that has infinitely many solutions.

d. a linear equation with one variable that has a unique solution.
e. a linear equation with one variable that is inconsistent.
f. a linear equation with one variable that has infinitely many solu-

tions.

5. Corollary 2.4.1 tells us that a system of linear equations that has more
variables than equations either has no solution or has infinitely many
solutions. (Such a system cannot have a unique solution.) Create your
own specific example of

a. a linear equation with two variables that has no solution.

b. a linear equation with two variables that has infinitely many so-
lutions.
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c. a system of two linear equations with three variables that has no
solution.

d. a system of two linear equations with three variables that has
infinitely many solutions.

6. Find the solution set of the homogeneous system of linear equations
having the given coefficient matrix.

1 2 3
a. | 4 5 6
| 789
(2 —1 7
b. 3 13}
(1 2 1
c. |35 3
|21 1
39 1 -2
d‘_13—2 4}
[ 1 3 4
-1 =5 =7
© 2 4 5
| 3 3 3

7. Find an equation satisfied by g, h, and k such that the given matrix is
the augmented matrix of a consistent linear system

1 -4 7Tl|g
0 3 —5|h
-2 5 -9k

8. Propane combines with oxygen to form carbon dioxide and water ac-
cording to the chemical equation

1 CgHg + X9 OQ — T3 COQ + x4 HQO
Balancing the number of atoms of carbon (C), hydrogen (H), and oxy-

gen (O) leads to the homogeneous system of equations

31’1 = I3
8.171 = 2I4
209 = 213 4+ x4
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10.

11.

12.

CHAPTER 2. SYSTEMS OF LINEAR EQUATIONS

Show that this system is homogeneous. Find the smallest positive
integers x1, rs9, x3, x4 that balance the chemical equation.

. Boron sulfide and water react to produce boric acid and hydrogen sul-

fide gas according to the chemical equation
T BQSg “+ X9 HQO — T3 H3B03 + x4 HQS

Balancing the number of atoms of boron (B), sulfer (S), hydrogen (H)
and oxygen (O) leads to the homogeneous system of equations

2$1 = I3
3r] = @4
209 = 3x3 + 24
Ty = 31’3

Show that this system is homogeneous. Find the smallest positive
integers x1, 9, x3, x4 that balance the chemical equation.

Suppose A is an m x n matrix whose ¥ column is all zeros. Explain
why the i column of rref(A) is all zeros.

Let

a =(1,0,1,0), ay =(—1,2,1,1), a3 =(0,0,2,2), and ay = (1,1,0,—1).

Show that the vector 4 = (2,—1,3,3) in R?* is a linear combination
of the vectors @y, ds,ds and dy, and identify the weights. (Hint: the
equation x,d, + xody + w3ds + x4d4 = i can be translated into a linear
system of equations for the weights 1, ..., x4.)

Determine whether the vector # = (—1,3,1) in R? is a linear combina-
tion of the vectors @ and v, where

u=(1,1,-2), and U= (3,2,2).



Chapter 3

Matrix Algebra

In Chapter 2, we learned that matrices are a useful tool for solving systems
of linear equations. The solution set of any system of linear equations can
be found by performing the row reduction algorithm on its augmented ma-
trix. In the present chapter, we will see that matrices can be treated as
algebraic objects in their own right. When we think of the term “algebra”,
we think of dealing with expressions and equations that probably contain
some “constant” or “given” terms and might also contain some “variable” or
“unknown” terms. We carry out “algebra” on such expressions or equations
by performing a series of manipulations that involve legitimate operations
that have been defined on the set of objects we are considering. The goal is
often to find an unknown (or unknowns) in some problem.

We are already familiar with the operations of addition, subtraction, mul-
tiplication and division that are used in performing algebraic manipulations
in problems involving real numbers. In Chapter 1, we defined operations of
addition, subtraction, and scalar multiplication of vectors in R™. In order to
include matrices in the mix of objects that we can algebraically manipulate,
we first need to define some operations on matrices. The operations that we
will define for matrices will be

e addition and subtraction of two matrices
e multiplication of a matrix by a scalar
e multiplication of a matrix by a matrix

e transposition of a matrix

85
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e multiplication of a vector by a matrix

e Inversion of a matrix

All of the above operations will be defined in such a way that they mesh
properly with the operations that have already been defined for vectors in
R™. This will allow us to come up with concise formulations of problems that
involve a combination of matrices, vectors, and scalars, and it will provide
us with the algebraic tools that are needed to study these problems. Indeed,
once we have defined matrix operations, we will see that systems of linear
equations, which were studied in Chapter 2, can be formulated as matrix
equations and analyzed using matrix algebra. But, as we will see as this
linear algebra course unfolds, the usefulness of matrix algebra extends beyond
solving systems of linear equations. In particular, regarding matrices as
algebraic objects will allow us to use matrices to define functions that are
called linear transformations between two Euclidean spaces R™ and R™. Such
functions are central to the subject of linear algebra.

As a prelude to our study of matrix algebra, we introduce some rele-
vant notation that we will use throughout this chapter and throughout the
remainder of the course.

3.1 Notation: Entries, Row Vectors and Col-
umn Vectors

In Chapter 2, we learned that a generic m X n matrix, A, can be written
using the notation

113 Q12 - Aip
Q21 Q22 -+ A2y

A= , (3.1)
Am1 Am2 - Omnp

whereby a matrix is named using an upper case letter and the entries of the
matrix are named using the same lower case letter with subscripts. Using
this naming convention, we can use the shorthand notation A = [a;;].

We will now introduce an alternative notation for identifying the entries
of a matrix that will facilitate our study of matrix algebra. If A is an m x n
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matrix, then the entry in row ¢ and column j of A will be denoted by A j.
For example, suppose that A is the matrix

-3 -2 -1 2
A= -3 -4 5 =3
4 7 3 =5

The entry in row 2 and column 3 of A is 5. We can express this fact either
by writing
ags =5 or Apgz =5.

At first, it may seem that the introduction of this new naming convention
is unnecessary. However, the reason that we introduce it is that once we
get down to the work of this chapter we will be wanting to refer to specific
entries, not just of a single matrix, but of algebraic combinations of matrices
such as products of matrices (to be defined in Section 3.3). Our newly intro-
duced convention for identifying matrix entries will be more efficient in some
situations. We will also still continue to use the original naming convention
with lower case letters and subscripts when appropriate.

To carry out our work, we also need to define what is meant by the row
vectors and column vectors of a matrix. For the generic m x n matrix, A,
shown in (3.1), we define the row vectors of A to be the vectors

Rowi(A) = (a1, a2, ..., a1n)

Rowy(A) = (as1, ags, . .., azn)
Row,,(A) = (@m1, @ma; - - - 5 Q)

and we define the column vectors of A to be the vectors
Coly(A) = (a11,a21; - - -, A1)
COIQ(A) = <a12, as, ... ,am2>
Col,(A) = (a1n, a2n, - - -, Q) -

Note that row vectors of A are vectors in R" and the column vectors of A
are vectors in R™.
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As an example, suppose that A is the 3 x 4 matrix

-1 -9 8 4
A= -5 10 -2 5
T 7T =7 4

The row vectors of A (which are vectors in R*) are

Row, (A) = (—1, 9,8, 4)
Rows(A) = (5,10, —2, 5)
Rows(A) = (7,7, —7,4)

and the column vectors of A (which are vectors in R?) are

Coly(A4) = (—1,-5,7)
Coly(A) = (— ,10 7>
COls(A) < >
Coly(A) = (4,5 4>
Exercise 3.1.1. For the 5 X 4 matriz
1 -2 -2 1
-6 -5 7 3
A=| -4 -6 6 7 ,
3 -5 -2 —6
-1 0 -5 -5

express the entry in row 3 and column 3 of A using two different notations (a
notation involving the lower case a and a notation involving the upper case
A). Do the same for the entry in row 2 and column 4 of A.

Exercise 3.1.2. 1. Write down the row vectors and column vectors of the
matrizc
8 4
-5 =5
A= 3 =5
8 5

Are the row vectors of A in R* or in R*? In what vector space do the
column vectors of A live?
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2. Write down the row vectors and column vectors of the matriz

5 -2 1
B=| -8 -2 —6
5 5 3

Where do the row vectors of B live? The column vectors?

3.2 Addition, Subtraction, and Scalar Multi-
plication of Matrices

The operations of addition, subtraction, and scalar multiplication of matrices
are defined in a way that is analogous to how these operations were defined

in Chapter 1 for vectors in R".
Specifically, if A = [a;;] and B = [b;;] are matrices of the same size, then

we define A + B to be the matrix
A+B: [CLZ]—Fb”]

Likewise, we define
A—B= [ai]’—bi]’].

If A = [a;;]is a matrix and c is a scalar, then we define
cA = [ca;j] .

As examples of how we add and subtract matrices and multiply a matrix
by a scalar, suppose that

-1 4 -4 1 2 4 4 =3
A= -3 1 1 -2 andB=| -4 2 -4 1
0 3 0 -4 -4 -1 -1 3

and that ¢ = 3. Then

—-1+42 444  —444 1+ (-3) 1 8 0 -2
A+B=| =34+(-4) 1+2 14(-4) -241 |=]| -7 3 =3 -1
O+ (—4) 3+(-1) 0+(-1) —-4+3 -4 2 -1 -1
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and
—-1-2 4—4 —4—-4 1-(=-3) -3 0 -8 4
A-B=| -3—(-4) 1-2 1—-(-4) -2-1 = 1 -1 5 =3
0—(-4) 3—(-1) 0—(-1) —-4-3 4 4 1 =7
and
3(—=1) 3(4) 3(—4) 3(1) -3 12 —-12 3
cA=3A=1|3(-3) 3(1) 3(1) 3(-2)|=|-9 3 3 —6
3(0) 3(3) 3(0) 3(—4) 0O 9 0 =12
Exercise 3.2.1. Suppose that A and B are the matrices
-2 3 -3 2 0 1
A= 3 5 3 and B=|1 1 =3
3 5 =5 3 =5 5
and suppose that ¢ = —2 and d = 2. Perform the following computations.
1. A+ B
2. A—-B
3. B—A
4. cA
5. cA+dB
Exercise 3.2.2. Suppose that A and B are the matrices
00 2 RPN
A= and B=| -3 1 —4 —4
IR -1 -4 3 —4
2 0

and suppose that ¢ = 3.
If possible, perform the following computations. If the computation you
are being asked to perform is not possible, then explain why it is not possible.

1. A+ B
2. A—-B
3. cA
4. cB
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3.2.1 Distributive Property

You are probably familiar with the distributive property of multiplication
over addition for real numbers. This is the property that tells us that, when
working with real numbers, multiplication “distributes” over addition. What
this means is that if a, b, and ¢ are any real numbers then ¢ (a + b) = ca+ cb.
For example 3(4+7) = 3(11) = 33 and 3(4) +3(7) = 12 + 21 = 33, so
3(4+7)=3(4)+3(7).

The distributive property also holds for distribution of scalar multiplica-
tion over matrix addition (or subtraction). If A and B are any two matrices
of the same size and c is a scalar, then

c(A+ B) =cA+cB.

The reason that the distributive property holds is that if A = [a;;] and
B= [blﬂ]7 then

c(A+ B) = c([ai] + [bij])
= claij + byj]
= [c(ai; + bij)]
= [caij + Cbij]
= [cai;] + [cbyj]
= clai;] + ¢ [by]
= cA+ cB.

As an illustration of the distributive property, suppose that ¢ = 3 and
4 8 -1 4
a=[ 48] wa me[7 4]

Then
cavm=s([ 4347 4))

5
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and

cA+cB:3{ 4 8}4—3{_1 4 }

—6 1 1 -3
_ (1224 [-3 1
~ | -18 3 3 —9
[ 9 36

| -15 6|

and we see that ¢ (A + B) = cA + ¢B.

Exercise 3.2.3. For the matrices A and B and scalars ¢ given below, verify
by computation that c(A+ B) = cA + ¢B.

1. ¢c= -5 and
1 0 1 1
A:{—Q _3] and B:l_g _3}
2. ¢=3 and
-2 3 -1 3 -1 -2
A:{—1 -3 2} and 32{1—3 2}'

3.3 Multiplication of Two Matrices

We are going to define a way to multiply two matrices, A and B, to obtain
another matrix. We will call this the matrix product AB. What might
perhaps be your first guess on how we will make this definition (which would
be the simplest way to make the definition) is to say that we can only form
the product AB when A = [a;;] and B = [b;;] have the same size and we
simply define AB = [a;;b;;]. Although this would indeed be simple, it would
not be of any use in developing the subject of linear algebra. Instead, we are
going to define the product AB only when A is an m X p matrix and B is a
p X n matrix, meaning that the number of columns of A is the same as the
number of rows of B. We will define AB in such a way that AB is an m xn
matrix.

For example, if A is a 2 x 4 matrix and B is a 3 X 2 matrix, then AB will
not be defined because A has 4 columns and B has 3 rows, so the number



3.3. MULTIPLICATION OF TWO MATRICES 93

of columns of A does not match the number of rows of B. However BA will
be defined because B has 2 columns and A has 2 rows, so the number of
columns of B does match the number of rows of A. In this case, since B is
a 3 x 2 matrix and A is a 2 x 4, then BA will be a 3 x 4 matrix.

Before defining the matrix product, we need to recall what is meant by
the dot product of two vectors. In Section 1.3, we defined the dot product
of two vectors & = (x1, 2, ..., x,) and ¥ = (y1,Y2,. .., Yn) in R" to be

T-§=x1Y1 + Toyo2 + - + Tpln.

For example if we have 7 = (4,0, 1) and iy = (—1, —5, —7) (both of which are
vectors in R?), then

T-g=A) (=D +(0)(=5) + (1) (=7) = ~11.

And now for the definition of the matrix product: If A is an m X p matrix
and B is a p X n matrix, then we define the matrix product AB to be the
m X n matrix

AB = [Row;(A) - Col;(B)]. (3.2)

Thus AB is the m x n matrix whose entry in row ¢ and column 7 is

Written more explicitly,

Row; (A) - Coli(B) Row; (A) - Coly(B) -+ Rowy (A) - Col,(B)

Rowy (A) - Coly(B) Rowy (A) - Coly(B) -+ Rows (A) - Col,(B)
AB = _ . :

Row,, (A) -Coly(B) Row,, (A) -Coly(B) --- Rowy, (A) - Col,(B)

For example, suppose that A and B are the matrices

PR ¢ -1

A= and B=1]10 5
4 -4 3 1 5
6 2 —6

Notice that A is a 4 x 3 matrix and B is a 3 X 2 matrix. Since the number
of columns of A matches the number of rows of B (3 = 3), then AB is defined
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and it is a 4 x 2 matrix. To find the entries of AB, we compute

(AB)(M) = Rowy(A) - Coly(B) = (—4,-3,-2) - (4,0,1) = —18
(AB)(LQ) = Row;(A) - Coly(B) = (—4 —2)-(—1,5,5) = =21
(AB) 3y = Rows(A) - Coly (B) = (1, 4, 5)-(4,0,1) = —1
(AB)(M) = Rowy(A) - Coly(B) = (1,—4,—-5) - (—=1,5,5) = —46
(AB)(:M) = Row3(A) - Coly(B) = (4,—4,3) - (4,0,1) = 19
(AB)(&Q) = Rows(A) - Coly(B) = (4,—4,3) - (—1,5,5) = =9
(AB)(M) = Rowy(A) - Coly(B) = (6,2, —6) - (4,0,1) = 18
(AB)(M) = Rowy(A) - Coly(B) = (6,2, —6) - (—1,5,5) = —26.
We conclude that
—-18 -21
AB = 191 —496
18 —26

Notice that it is not possible to compute the matrix product BA for the
above two matrices. The reason is that B is a 3 X 2 matrix and Aisa 4 x 3
matrix, and thus the number of columns of B (which is 2) does not match
the number of rows of A (which is 4). Thus BA is undefined. This example
alerts us to an important issue regarding matrix multiplication, which is that
matrix multiplication is not commutative. When we multiply two real
numbers, say 2 and 5, the order in which we multiply them does not matter:
(2) (5) = 10 and (5) (2) = 10. We call this the commutative property of
multiplication of real numbers. However, the order in which we multiply
matrices does matter. For the matrices A and B in the above example, we
certainly cannot say that AB = BA because BA is not even defined. In
fact, even if AB and BA are both defined, then it is typically still not true
that AB = BA. It is possible that AB and BA are both defined but are of
different sizes. For example, if A has size 3 x 4 and B has size 4 x 3, then
AB and BA are both defined, but AB has size 3 x 3 and BA has size 4 x 4,
so obviously AB # BA. In order for AB and BA to both be defined and
have the same size, A and B must both be square matrices of the same size.
A square matrix is a matrix that has the same number of rows as columns.
So for example, if A has size 3 x 3 and B has size 3 x 3, then A and B are
both square matrices and they have the same size. AB and BA are both
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defined and each of them has size 3 x 3. However, even in this case, it is still
usually not true that AB = BA. For example, for the pair of 2 x 2 matrices

—4 1 -1 3
A{—él _1] andB[ 9 O]

we have

6 —12 -8 —4
=18 2] wana-] 2 ]

and thus AB # BA.

Although it is usually not true that AB = BA, we should point out that
it is true for some matrices A and B. For example, the matrices

30 5 0
A—{l 3] amdB—[_2 5],

satisfy AB = BA (as the reader should verify).
Exercise 3.3.1. For each of the following pairs of matrices, A and B, com-

pute both AB and BA (assuming they are defined). Then state whether
AB = BA or AB # BA.

1
1 -2 11
A_{O 1}andB—[_2 1}
2.
1 2 -2 10 2
A= 1 0 —2| adB=|-11 -1
2 -2 -1 2 1 -1
3.
2 5 2 4 -7
A‘[o 7]“"653_{—7 0 -1
4- )
0 0
A—{g - ” amdB=| 0 -3
~1 2
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5. )
1
A=10 andB:[—23 —1}
|1
6. i
2 3 0 3
A___421and8—[_40}
7.
1 3 1 0
A_[5 _4]andB—{O 1}
8.
1 2 1 2
A:l41}andB:[4 _1}
9.
1 0 O 5 0 0
A=10 =12 0 and B=10 6 0
0 0 4 00 2
10.

A—{; ;] cmdB—{_Q2 _55}

Although matrix multiplication is not commutative, there is a frequently
used property of matrix multiplication that tells us that a scalar that ap-
pears in a product involving two matrices and that scalar can “commute”.
Specifically, if A and B are two matrices such that the matrix product AB is
defined (i.e., the number of columns of A is the same as the number of rows
of B) and c is a scalar, then

c(AB) = (cA)B=A(cB). (3.3)

Example 3.3.1. We will illustrate the property (3.3) for the scalar ¢ = 3
and the matrices

-1 2 -1 1
A:{ 0 1} andB:{ A 1].
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sam=s(| 53] )
i3]

First we compute

Next we compute

Finally we compute

[ 116 1]

As can be seen,

3(AB) = (34) B = A(3B) = [27 3 }

12 3

Exercise 3.3.2. Verify, by computation, that property (3.3) holds for the
following scalars and pairs of matrices.

1. ¢c=4 and

[3 4] e[
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2. ¢c= -2 and
-3 =2 -1 -3 2
A—[3 _1] cmdB—[3 1 _2}
3. ¢c=2 and
2 -2 3 -2
A=|[4 -1 -1 and B = 0
1 1 1 3

As a word of caution, remember that matrix multiplication is not commu-
tative! This means that, in applying the property (3.3), we may not switch
the order of the matrices A and B. For example, it is usually not true that
(cA)B = (c¢B) A.

3.3.1 Distributive Property

Just as there is a distributive property of scalar multiplication over matrix
addition, there is also a distributive property of matrix multiplication over
matrix addition. If B and C' are two matrices of the same size, and A is a
matrix such that the number of columns of A is the same as the number of
rows of B (and hence the same as the number of rows of C'), then

A(B+C)=AB+ AC. (3.4)

To see why this distributive property holds, we need to use our definition
of matrix multiplication (3.2) along with the fact that the dot product is dis-
tributive over vector addition. The distributive property of the dot product
over vector addition says that if Z, ¢, and 2’ are any three vectors in R", then

T+ =T G+E-7

You were asked to verify this distributive property in Exercise 1.1.17

Now, to verify the distributive property of matrix multiplication over
matrix addition, suppose that B and C are two matrices of the same size,
and that A is a matrix such that the number of columns of A is the same
as the number of rows of B (and hence the same as the number of rows of
C'). This implies that A (B + C) and AB + AC' are both defined and both
have the same size. To see why they are actually the same matrix, let us
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pick a specific (but arbitrary) row and column of A (B + C') and show that
the corresponding entry of AB+ AC is the same. By the definition of matrix
multiplication (3.2), the entry in row ¢ and column j of A (B + C) is

Using the distributive property of the dot product, we see that

However Row; (A) - Col; (B) is the entry in row ¢ and column j of AB and
Row; (A) - Col; (C) is the entry in row ¢ and column j of AC. This implies
that Row; (A)-Col; (B)+Row; (A)-Col; (C) is the entry in row ¢ and column
jof AB+ AC.

Exercise 3.3.3. For the matrices A, B and C given below, verify by com-
putation that A(B + C) = AB + AC.

-3 1 -3 -2 3 0 3 -1
A‘{ 3 —3}’ B_[—l -1 —3}’ C_[—z 1 —3}

Exercise 3.3.4. Suppose A and B are m xXp matrices and C' is a pXn matriz.
Use the definition of matrix multiplication along with the distributive property
(Z+79)-2=2-Z+y-Z to verify that

(A+ B)C' = AC + BC.

Exercise 3.3.5. For the matrices A, B and C given below, verify by com-
putation that (A+ B)C' = AC' + BC.

R EH I



100 CHAPTER 3. MATRIX ALGEBRA

3.4 The Transpose of a Matrix

A matrix that is closely related to any given m x n matrix

11 Q12 - Aip

Q21 d22 - d2p
A=

Am1 Am2  *°° Amp

is the transpose of A, which is the matrix

a11  Aa21 : Am1
AT — Q12 Q22 QM2
| A1n  Ao2n : Amn |

Thus AT (which is pronounced as “A transpose”) is the matrix such that
Col; (AT) = Row; (A) for all ¢ = 1,2,...,m. Another way to look at it is
that Row; (AT) = Col; (A) for all i = 1,2,...,n. Yet another way to look at
it as that [A”] o = Al

As an example, suppose that A is the matrix

-1 —1 0
A—[ 2 1 1]

Then
-1 2

AT =1 -1 -1
0 1

Notice that, in the above example, we have

wyr =5 0 e

This is a general property of transposes. If A is any matrix, then

(AT)" = A
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It is also true (and not difficult to prove) that if A is any matrix and c is
any scalar, then
(cA) =¢ (AT).
Another useful property of transposes is that if A and B are matrices of
appropriate sizes such that the matrix product AB is defined, then

(AB)" = BT AT, (3.5)

In words, (3.5) says that the transpose of the product of two matrices is
equal to the product of the transposes in the reverse order. It is important
that we pay attention to the in the reverse order part of this statement
because matrix multiplication is not commutative. It is not generally true
that (AB)" = ATBT.

To see why property (3.5) holds, first note that if A is an m X p matrix
and B is a p X n matrix, then AB is an m X n matrix, which means that
(AB)" is an n x m matrix. Also, BT is an n x p matrix and AT is a p x m
matrix, which means that BT AT is an n x m matrix. Therefore (AB)T and
BT AT have the same size. To see why these two matrices are equal to each
other, note that the entry in row ¢ and column j of (AB)T is

5]

— [AB]( Row; (A) - Col; (B)

i)

(4,5)
and that the entry in row i and column j of BT AT is

[BYA"] ., = Row; (B") - Col; (A") = Col; (B) - Row; (4)

(1.

and these are the same (because the dot product is commutative).
Let us use the matrices

-1 -1 2 1 0
A:{z —1]and32{1 0 1}

to illustrate property (3.5). We see that

-1 -1 2 -1 0 [ -3 1 -1
AB_{Q —1}{1 0 1}__3 -2 —1}
and thus
-3 3
AB" = | 1 -2
-1 -1 |
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Now observe that

2 1
B'=|-10 amiAT—-{:i 31}
0 1
and thus
2 1 -3 3
BTAT =1 -1 0 {::} fl}—— 1 -2
0 1 -1 -1

We see that (AB)" = BTAT.

Exercise 3.4.1. Suppose that matriz A has size 5 X 7 and that matriz B has
size 7 X 3.

1. What is the size of AT?
2. What is the size of BT ?
3. What is the size of (AB)"?

Exercise 3.4.2. For each of the matrices, A, given below, find AT. Then
find (AT)T and observe that it is equal to A.

1.
-2 -2 0 0
0o -3 -1 2
A= 1 0 1 =2
3 -1 -1 -1
2.

0 -1 6 1
A‘{—31 02}

Exercise 3.4.3. For each of the matrices, A, and scalars, ¢, given below,
verify that (cA)" = ¢ (AT).

1.

A= 1 2 and c=3
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4 2
A_[_l O] and ¢ = =5

Exercise 3.4.4. For each pair of matrices, A and B, given below, verify that
(AB)" = BT AT,

1.

20 1 -3
A:{Z 1}andB:{4 1}

0O 1 2
A= -2 0 0 and B = 1 1
2 0 2

Exercise 3.4.5. Only the first row of the matriz

is given. Is it possible to fill in the remaining two rows of A in such a way
that the statement AT = A is true? If so, then do it. If not, then explain
why not.

Only three entries of the matrix

1 2 _
A= -4 __ __

are given. Is it possible to fill in the remaining entries of A in such a way
that the statement AT = A is true? If so, then do it. If not, then explain
why not.

3.5 Multiplication of a Vector by a Matrix

Next on our agenda is to define multiplication of a vector z by a matrix A.
This matrix—vector product will be denoted by Az and will be a vector. The
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definition will be made so as to be compatible with our definition of matrix
multiplication (3.2).

Suppose that A is a matrix of of size m x n and that ¥ = (x1,z2,...,x,)
is a vector in R". We define the matrix—vector product A7 to be the
vector

AZ = (Row; (A) - Z,Rows (A) - 7, ..., Row,, (A) - ) . (3.6)

The reason that this definition is compatible with the definition of matrix

multiplication (3.2) is that if we form the matrix

1
X2
X =

Tn

that consists of a single column whose entries are the entries of &, then by
definition (3.2) we obtain

Row; (A) - Col; (X)
Ax - Row, (A) '~ Col; (X) |
Row,, (A) - Coly (X)
but since Coly (X) = &, then we have
Row, (A) - &
Ax — Rowy (A) T
Row,, (A) - &

Notice that if A is an m x n matrix and 7 is a vector in R", then AZ¥ is a
vector in R™.

Example 3.5.1. Let us compute AT for the 3 x 4 matrix

3 0 1 3
A=1]1 -1 2 0
0 2 0 -1

and ¥ = (1,-3,0,2) in R".
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Using the definition (3.6), we obtain

Row, (A) - Z = (3,0,1,3) - (1,-3,0,2) = 9
Rows (A) - Z = (1,—1,2,0) - (1,—3,0,2) = 4
Rows (4) - Z = (0,2,0,—1) - (1,—3,0,2) = —8

and thus AZ = (9,4, —8)

There is an alternative way to view the matrix product AZ for a given

m x n matrix A = [a;;] and a given vector ¥ = (z1,23,...,2,) in R". This
alternative view is that
AZ = 1 Coly (A) + 22 Coly (A) + - - - + z, Col,, (A) . (3.7)

To see why (3.6) and (3.7) are equivalent, note that the ith component of
the vector z; Coly (A) is x1a;, the ith component of the vector xs Coly (A)
is oa;o, etc. Thus the ith component of the vector AZ as defined by (3.7) is

T1Qi1 + TGz + -+ Tpip.
On the other hand, if we use (3.6) to compute AZ, then the ith component
of A¥ is
ROWZ' (A) . f = Q;1T1 + ;979 + -+ Ain Ty
which is the same thing we get when we use (3.7) to compute AZ.
In writing AZ in the form (3.7), we are expressing AZ as a linear com-
bination of the column vectors of A using the entries of ¥ as weights. (The

reader may want to refer back to Definition 1.3.1 to review the concept of
linear combinations of vectors).

Example 3.5.2. In Fxample 3.5.1, we computed AZ for the matrix

30 1 3
A=1]1 -1 2 0
0 2 0 -1

and the vector ¥ = (1,-3,0,2). We did that computation using (3.6), which
involves computing dot products of each of the row vectors of A with T. Let
us now see how the computation works if we instead use (3.7). We have
AZ = x1 Coly (A) + 29 Coly (A) 4 23 Colz (A) + x4 Coly (A)
= (3,1,0) + (0,3,—6) + (0,0,0) + (6,0, —2)
=(9,4,-8).
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It is interesting to observe that one of the two ways to compute A¥
involves the row vectors of A and the other way to compute A7 involves the
column vectors of A. It is worthwhile to understand both approaches, so we
now provide some exercises that will give you practice.

Exercise 3.5.1. For each of the matrices, A, and vectors, T, given in 1-6
below, compute AZ in two different ways: a) by using (3.6) and b) by using

(3.7).

1.
-1 =2 =
2.
0 1 1
A=|1 0 0 |, #=(5-10
0 -1 —1
3.
-2 2 5 —1
A= 4 0 2 —1 5 7= <2a _3’ _3’ 5>
1 -1 2 1
4 1
-2 1
-3 2 =
A— 3 _2 , $—<_47_2>
—2 0 |
5.
3 0 1
A: 3 ]. _1 ) f:<x1,x2.l'3>
20 1|
A — ailp Qrz2 a1z a4 T = <.’L‘1, x27$375754>

Q21 Q22 Q23 d2q

7. Write down the matrix A and the vector ¥ such that AZ =

((6,—3,—2) - (1,-3,1),(5,—2,2) - (1, =3,1) , (=3, =3, —1) - (1, =3, 1)} .
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8. Write down the matriz A and the vector ¥ such that

AT = (T){0, =1, —6) + (—7) (—4, —5, —1) + (4) (3, 7, 4).

9. For the matriz A and the vector ¥ that you found in problem 7, write
AZ as a linear combination of the column vectors of A.

10. For the matrix A and the vector T that you found in problem 8, write
AZ using dot products of the row vectors of A with .

Let us now look at how multiplication of a vector by a matrix is related to
the multiplication of two matrices. Recall that we have defined the product
(3.2) of the m x p matrix A and the p X n matrix B to be the m x n matrix

Row; (A) - Coly (B) Rowj (A)-Coly (B) -+ Row; (A) - Col, (B)

Rowy (A) - Coly (B)  Rows (A) - Coly (B) -+ Rowsy (A) - Col, (B)
AB = : : :

Row,, (A) - Coly (B) Rown (A) - Coly (B) --- Rown (A) - Col, (B)

The observation that we wish to make is that for any given column of
AB (say the ith column) we have

Col; (AB) = ACol; (B). (3.8)

Thus the 7th column vector of the matrix AB is the same as the matrix A
multiplied by the vector Col; (B).

Example 3.5.3. We will illustrate the property (3.8) for the matrices

1 —4 —4 2
A:{l A } and B:{_Q _4]

First we compute

Row; (A) - Coly (B) = (1,—4) - (—4,-2) =4
Rows (A) - Coly (B) = (1,4) - (—4,—-2) = —12
Row; (A) - Coly (B) = (1,—4) - (2,—4) =18
Rows (A) - Coly (B) = (1,4) - (2,—4) = —14
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and then observe that
AColy (B) = (Row; (A) - Coly (B),Rows (A) - Coly (B)) = (4, —12)
and
A Coly (B) = (Rowy (A) - Coly (B) ,Rows (A) - Coly (B)) = (18, —14) .

Also, by direct computation

4 18
AB_[—m —14}'

We observe that

and

Coly (AB) = ACol, (B) = (18, —14) .

Exercise 3.5.2. Let

-2 3 -1 -1

0o -1 -3 1

A= 1 -3 2 3

3 3 1 3

and

-2 1 2 0 1 -3
0 1 1 0 3 3
B = 3 2 3 -2 0 0
-1 -1 2 -2 2 -1

Suppose that we are only interested in computing Coly (AB). Since A and
B are rather large matrices, it would be a lot of work to compute Coly (AB)
by actually first computing AB itself and then looking to see what the second
column of AB is. However, it is not as much work if we use the fact (3.8).
Use this fact to compute Coly (AB).

Exercise 3.5.3. Suppose that A is a 4 X 5 matrix and that B is a 5 X 3
matriz and that the second column of B consists entirely of entries of 0.
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1. What size is the matric AB¥?

2. What can you say about the second column of AB?

We will conclude this section by looking at how multiplication of a vector
by a matrix is related to multiplication of a vector by the transpose of that
matrix. Suppose that A is an m X n matrix and recall from Section 3.4 that
AT is the n x m matrix for which

ROWZ' (AT) = COII (A)
COli (AT) = ROWz‘ (A)
(AT)(i,j) = A

for all relevant indices ¢ and j.
By definition (3.6), we see that if Z is a vector in R™, then

AT = (Row, (AT) - 7, Rows (A7) - 7, Row, (A) - T)
Since Row; (A”) = Col; (A) for all i = 1,2,...,n, then
AT# = (Coly (A) - &, Coly (A) - Z,...,Col, (A) - &) (3.9)
Likewise, by (3.7), we have
ATE = 21 Coly (AT) + 22 Coly (A") + -+ + 2,5, Col,, (A7) .
Since Col; (AT) = Row; (A) for all i = 1,2,...,m then
AT# = 21 Row, (A) + 23 Rowy (A) + - - - + 1, Row,, (A) (3.10)

Observe that (3.10) expresses AT as a linear combination of the row
vectors of A using the entries of ¥ as weights.

Example 3.5.4. Suppose that A is the matrix
-1 =2

and that & = (3,2,3). Let us use (3.9) to compute ATZ.
We have

Coly (A) -7 = (1,0, 1) - (3,2,3) = —6
Coly (A) - 7= (=2,1,1) - (3,2,3) = —1
and thus AT% = (—6,—1).
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Exercise 3.5.4. For each of the matrices, A, and vectors, ¥, given in 1-6
below, compute ATT in two different ways: a) by using (5.9) and b) by using
(5.10).

1.
Sl AN AL
2.
0 1 1
A=|1 0 o0 |, i =(5-1,0)
0o -1 -1
3.
-2 2 5 -1
A= 4 0 2 -1/|, i=(-3,3,-3)
1 -1 2 1
4.
-2 1
A= ‘33 _22 . #=(3,3,-2,-3)
-2 0
5.
3 0 1
A= 3 1 —1 s T = <l’1,l’2.l’3>
2 0 -1
6.
A — ailz a2 aiz Qaiq fz(ml,x2>

a21 A2z Q23 Q24
7. Write down the matrix A and the vector T such that

ATE = ((=2,-2) - (1,—1) (1, -2) - (1, —1), (—1,3) - (1, = 1)) .

8. Write down the matriz A and the vector ¥ such that

ATZ = (=3) (=4, 1) + (=7) (1,0) + (2) (2, —2) .
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9. For the matriz A and the vector ¥ that you found in problem 7, write
ATZ as a linear combination of the row vectors of A.

10. For the matrix A and the vector T that you found in problem 8, write
AT T using dot products of the column vectors of A with T.

We have seen that if A is an m X p matrix and B is a p X n matrix then
Col; (AB) = ACol; (B).
An analogous fact is that
Row; (AB) = BT Row, (A). (3.11)
To see why (3.11) is true, observe that for any i = 1,2,...,m, we have
Row; (AB) = Col; ((AB)T)
= Col; (BTAT)

= BT CO]Z (AT)
= B" Row; (A)

Exercise 3.5.5. Illustrate the property (3.11) for the matrices

1 —4 —4 2
A:{l A 1 and B:{_2 _4}.

In other words, show by computation that
Row, (AB) = BT Row; (A)

and
Rowy (AB) = B Row, (A).

Exercise 3.5.6. Suppose that A is a 12 x 23 matriz and that B is a 23 X 5
matriz. Suppose, furthermore, that the 4th row of A consists entirely of
entries of 1 and suppose that every entry in B is 1.

1. What size is the matriz AB?

2. Write down the 4th row of AB.
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3.6 The Standard Unit Vectors and Identity
Matrices

Recall that a unit vector is a vector whose magnitude is 1. A very useful set
of unit vectors in R" is the set of standard unit vectors, which are

& = (1,0,...,0)
52:<0,1,...,O>

&, =1{0,0,...,1).

For each i, the vector €; has an entry of 1 in the ith position and entries of
0 elsewhere. As a specific example, there are three standard unit vectors in
R3. They are

ey = (1,0,0)
éy = (0,1,0)
és = (0,0,1).
It is easy to compute the dot product of any vector & = (x1,za,...,x,)

in R™ with any one of the standard unit vectors in R". The computation is

81

26 = (1) (0) + (22) (0) + - -+ + (2:) (1) + -+ + (2n) (0) = i

Thus - €; is equal to the ith component of . As a specific example, if we
take the vector ¥ = (3,6, —2) in R3, then

7-é =(3,6,-2)-(1,0,0) =3
76 =(3,6,—2)-(0,1,0) =6
7-é =(3,6,—2)-(0,0,1) = —2.

It is also easy, for any given m x n matrix A and any one of the stan-
dard unit vectors €; in R", to compute the matrix—vector product Aé;. The
computation of Ae; using (3.7) is

Aé; = (0) Coly (A)+(0) Coly (A)+---+(1) Col; (A)+---+(0) Col,, (A) = Col; (A).
Likewise, if €; is a standard unit vector in R™, then (3.10) gives

AT = (0) Row, (A)+(0) Rows (A)+- - +(1) Row; (A)+- - +(0) Row,, (A) = Row; (A)
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The facts
T-e = (3.12)
A, = Col; (A) (3.13)
ATE; = Row; (A) (3.14)

are useful facts to remember.
The n x n identity matrix is the n X n matrix, denoted by I,, whose
column vectors are the standard unit vectors of R™. Thus

01 -0
In: . .

Notice that Col; (1,,) = ¢€; for all i and also Row; (I,,) = ¢€; for all 7.

The most important feature of identity matrices, a feature that we will use
repeatedly throughout our study of linear algebra, is that identity matrices
serve as multiplicative identity elements for matrix multiplication. What
this means is that if A is any m x n matrix, then

Al, = A
and
I,A=A.

Stated in words, multiplying the m x n matrix A on the right by I,, gives
A and multiplying A on the left by I,,, gives A.

To see why Al, = A, observe that for any i (1 < i < n) it follows from
(3.8) and (3.13) that

which shows that every column of Al, is equal to the corresponding column
of A.

To see why I,,A = A, observe that for any i (1 < ¢ < m) it follows from
(3.11) and (3.14) that

Row; (I,,A) = AT Row; (I,,) = A€ = Row, (A).

Thus every row of [, A is equal to the corresponding row of A.
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Exercise 3.6.1. 1. Write down the four standard unit vectors in R*.

2. Let {€),¢e,¢3,€1} be the set of standard unit vectors in R*. Let T =
(3,—-3,=5,1). Compute T - €, - ¢, T €3, and T - €y. Write out
the computations in detail. You should observe that T - €; = x; for all
i=1,2,3,4.

3. Let {€),¢e,63} be the set of standard unit vectors in R® and let A be
the matriz

30 1
3 1 -1
A= 2 0 -1
10 =2
Compute Aé', Aéy,and Aes. Write out the computations in detail. You
should observe that Ae; = Col; (A) for alli=1,2,3.

4. Let {€y,E,,¢3,e4} be the set of standard unit vectors in R* and let A
be the matriz given in problem 3. Compute ATéy, ATé, ATée;, and
ATE,. Write out the computations in detail. You should observe that
ATe; = Row; (A) for alli=1,2,3,4.

5. Let A be the matriz given in problem 3 and let I3 be the 3 X 3 identity
matriz and let I, be the 4 x 4 identity matriz. Verify by computation
that Als = A and I,A = A.

6. Let {€1,é, ¢} be the set of standard unit vectors in R3. Then

éi . 51 -
€1-E = ____
€1-C3= ____
52 : 52 -
Co-C3= ____
€3+ €3 = ____.

7. Let {€),é,,...,€,} be the set of standard unit vectors in R™. Then

€€ =____ forallit=1,2,...,n

and
€ € =____ foralli and j withi # j.
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8. Suppose that A is a matriz of size 3 X 3, B is a matriz of size 3 x 3
and that AB = Is. Then

Likewise,

9. Suppose that A is a 3 X 3 matriz and suppose that B is a 3 X 3 matrix
such that

Hint: Use (3.8) to compute Coly (AB), Coly (AB), and Cols (AB).

3.7 The Associative Property of Matrix Mul-
tiplication

Although matrix multiplication is not commutative, an important algebraic
property of matrix multiplication that does hold true is the associative
property. You are familiar with the associative property of multiplication
of real numbers. It says that if a, b, and ¢ are any real numbers, then
(ab) ¢ = a (be). In other words, it does not matter whether we first compute
ab and then multiply the answer by ¢ or whether we compute bc first and
then multiply the answer by a. We get the same answer either way. As an
example,
(3x6)x2=18x2=36
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and
3x(6x2)=3x12=36.

The associative property of matrix multiplication tells us that if A is an
m X p matrix and B is a p X ¢ matrix and C' is ¢ X n matrix, then

(AB)C = A(BC).

Note that since A has size m x p and B has size p X ¢, then the product AB
is defined and it has size m x q. Since AB has size m x ¢ and C has size ¢ X n,
then (AB) C'is also defined and it has size m x n. Also, since B has size p x q
and C has size ¢ x n, then BC'is defined and has size p X n. Since A has size
m X p and BC has size p X n, then A (BC) is defined and has size m X n.
This reasoning tells us that (AB) C and A (BC') are both defined and both
have the same size (m x n). Of course, the reasoning does not tell us that
(AB) C = A (BC). Before we look at a proof of the associative property, let
us look at an example that illustrates the property.

Example 3.7.1. Let A, B and C be the matrices

-1 -2

-2 1 -2 1 0 -2
A= _01 } ’ B:{—12}’ 02{2 -2 —1 1]

We will verify by computation that (AB)C = A(BC). First we compute

-1 -2 4 -5
~2 1
AB=| 0 1 [_1 2]_ -1 2

-1 1 1 1
and then compute

—-18 14 5 =3
= 6 -5 =2 0

¢ =9 [—2 1 0 —2}
0 -1 -1 -3

(AB)C = _11 f 2 2 -1 -1

Now we compute

2 1)[-2 1 0 -2 6 —4 -1 3
BC—{—1 2“2 -2 -1 —1]_{6 ~5 -2 0}
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and
-1 -2 —~18 14 5 -3
ABO)=| 0 1 [g :‘51 :; 31: 6 -5 -2 0
-1 1 0 -1 -1 -3

We observe that (AB) C = A(BC).

Exercise 3.7.1. For each of the following sets of three matrices, verify by
computation that (AB) C' = A (BC).

1.
3 -1 2 3 1 -3
e (Y R P
2.
1 -2 3
A:{_O2 —02}, B:{g - —01}, c—|-1 -1 4
0o -1 -3

Now let us look at a general proof of the associative property of matrix
multiplication:

Suppose that A is a matrix of size m x p, B is a matrix of size p X ¢, and
C'is a matrix of size ¢ x n. We will prove that (AB) C = A (BC) by showing
that the corresponding columns of each of the matrices (AB) C and A (BC)
are equal to each other. Each of these matrices has n columns, so we need
to show that Col; ((AB) C) = Col; (A (BC)) for all i between 1 and n. If we
choose any i between 1 and n, then we know from (3.8) that

Col; (AB) C)) = (AB) Col; (C)

and
Col; (A (BC)) = ACol; (BC).
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We now observe that
Col; ((AB) C) = (AB) Col; (C)
= ¢1; Coly (AB) + ¢9; Coly (AB) + - - - + ¢, Col, (AB)
C1; (A COll (B ) =+ Co; (A COIQ B)) —+ -4 qu‘ (A COlq (B))
+

) (
= A(c1; Coly (B)) + A(cg; Coly (B)) + -+ - + A(cy Col, (B))
= A (c1; Coly (B) + ¢9; Coly (B) + - - - 4 ¢4; Col, (B))
= A(BCol; (())
— ACol, (BO)

— Col; (A (BC)).

Notice that the proof of the associative law given above required us to
use many different things that we have studied so far in this chapter. If you
read the proof carefully, you will see that the proof required us to use all of
the properties (3.8), (3.7), (3.3), and (3.4).

An important observation that we would like to make at this point is
that the associative property also holds when we are dealing with a product
of two matrices and a vector (rather than three matrices). This is because
we have defined multiplication of a vector by a matrix in such a way that it
is compatible with multiplication of two matrices. If A is a matrix of size
m X p, B is a matrix of size p x n and & is a vector in R", then

(AB) @ = A(BZ).

This version of the associative property will be seen to be useful in our study
of linear transformations in Chapter 5.

3.8 Matrix Equations

Thus far we in this chapter, we have studied the operations of addition and
subtraction of two matrices, multiplication of a matrix by a scalar, multi-
plication of two matrices, transposition of a matrix, and multiplication of a
vector by a matrix. Another important operation that we want to study is the
operation of inversion of a matrix. In order to do this, we first need to study
algebraic equations that involve unknown vectors or unknown matrices.
Specifically, for a given m x n matrix A, we will study the equation

AZ =7if (3.15)
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where 7/ is a vector and 7 is regarded as the “unknown” vector, and we will

also study the equation
AX =Y (3.16)

where Y is a matrix and X is regarded as the “unknown” matrix.

3.8.1 The Matrix—Vector Equation AZ =y

Suppose that A = [a;;] is a given m xn matrix and consider the matrix-vector
equation
A =7

where ¥ = (y1, Y2, . . ., Ym) is a vector in R™. Any vector & = (x1,xa,...,Ty,)
in R™ that satisfies this equation is called a solution of the equation and
the set of all vectors Z in R" that satisfy the equation is called the solution
set of the equation. A piece of good news is that how to solve the equation
AZ = y is actually a problem we have already studied in Chapter 2! To see
why, note that AZ = ¢, when written out in detail using (3.6), is

<ROW1 (A) : f? ROW? (A) T >R0Wm (A) : f) = <y1,y2, s aym> .

Thus, in order for Z to be a solution of A¥ = 7, we need to have ¥ satisfy all
of the equations

ROW1 (A) -
Rows (A) - &

n
Y

2

Row,, (A) - & =y,

which, when written out in complete detail, means that ¥ must be solution
of the system of linear equations

a1 + 199 4+ 4 A1nTn = Y1 (317)

2171 + Q220%T2 + +++ + AopTy = Y2

Am1T1 + A2l + -+ + Gy = Ym-

We see that & = (x1,x9,...,x,) is a solution of the matrix—vector equa-
tion A¥ = ¢ if and only if (z1,29,...,2,) is a solution of the system of
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linear equations (3.17), which has coefficient matrix A = [a;;]. We can thus
translate Theorem 2.4.1 into the following equivalent theorem for the matrix—
vector equation.

Theorem 3.8.1. Suppose that A is an m X n matriz and that i is a vector
i R™ and consider the matriz—vector equation

A .
Let A be the augmented matriz A = [ A | g }

S1

1. If the rightmost column of A is a pivot column of A, then AT = i is
inconsistent.

2. If the rightmost column offl s not a pivot column of 121, then AZ =y
18 consistent.

Moreover, if AX = v is consistent then

1. If every column of A is a pivot column of A, then AX = ¥ has a unique
solution.

2. If at least one column of A is not a pivot column of A, then AT =y
has infinitely many solutions.

Example 3.8.1. Let

3 0 -
A—{_4 21 and = (6,—10).

The equation AX = 1 is equivalent to the system of equations

—4$1 + 21’2 = —10.

To solve this system, we form the augmented matriz

P . 3 0 6
a=palal=| 2 5] S
and perform row reduction to obtain

—4 2
A 1 0 2
rref<A>—{01‘_1].
We see that the system of equations (3.18) has the unique solution (x1,xs) =
(2, —1) and thus the equation AZ = § has the unique solution & = (2, —1).
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Example 3.8.2. In this example, we will find the solution set of AT = ¢
where

-3 -3
A= -2 3 and y=(-3,2,3).
-1 -1

The augmented matriz for this equation is

-3 -3 ] -3
A=[A|§]=] -2 3| 2
-1 -1 3
and
1 0] 0]
rref(fl)z 0O 110
0 0] 1]

By looking at rref (/Al), we see that the rightmost column of Ais a pivot

column and thus AZ = vy is inconsistent by Theorem 3.8.1.

Example 3.8.3. Let us solve AT = if where

30 1 o
A—[g ] _1] and §=(5,T7).

The equation AX = 1 is equivalent to the system

3x1+0x2+x3:5

3$1+ZE2—$3:7.

The augmented matrix for this system is

A=rar1=[31 47

and row reduction gives

w ()[40 4]

Wl

DO wlot
—_
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We see that x5 is a free variable and that x1 and xo are basic variables and
that the solution set of the above system is given by

o 1
=2 — =t

3 3
.Cngt

where t can be any real number. This means that any vector of the form

T = > 1t2+2tt
x— —_—— —
3 37 ’

is a solution of A¥ =1vy. We can also write the solution in the form

5 1
r=(-,2,0 t(—=,2,1). 3.19
! <3’ ’ >+ < 3’ 7 > ( )

We conclude that the solution set of AT = ij consists of all vectors in R3
that have the form (3.19) where t can be any real number. Hence there are
infinitely many solutions of Ax = y.

Exercise 3.8.1. Find the solution set of AX = i for each of the following A
and 7.

1.
2 1 -
A—[_l 2] and § = (2,2)
2. ]
4 1 2
A=14 2 0| and j=(-12,-12,—8)
310
. ]
0 2 3
3 -1 2 -
A= 5 9 3 and §=(-1,1,-3,4)
|3 -2 3
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/.
0 2 3
3 -1 2 o
A= 5 9 3 and §=(1,—1,-3,4)
3 =2 3
d.
-4 2 =2 -4
A= 4 0 0 2 | and §=1(-6,4,3)
3 -4 2 =3
0.
-4 —-12 -8 —4
A=| 4 10 4 2 and y = (—6,4,3)
3 3 -6 -3
7.
2 3
3 3 L
A= 3 and §=(4,3,—1,-5)
3 —1
8.
A=]-1 1] and §=(4)
9.
A:{_Q] and i = (6,4)
10.
1 4 0
A=13 -1 4| and 5=10,0,0)
1 2 3

Theorem 3.8.1 tells us how to get information about the solution set of
the matrix—vector equation A¥ = ¢ by using the augmented matrix A=
[ A | v } In order to use the theorem, we need to be able to first write
down the augmented matrix. The next theorem we will provide tells us what
information can be gained if we only know the coefficient matrix A and are
not given any specific vector i to serve as the right hand side of A7 = ¢. In
this case we cannot write down the augmented matrix, fl, and hence cannot
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find rref (A) However we can still write down A and find rref (A). What

good does that do? Well, if we just write a generic (not speci@c) vector i as
the right hand side of AZ = ¢/, then the augmented matrix is A = [ A ’ v ]

and when the row reduction algorithm is applied to A we get
rref (A) =ef ([ A| 7]) =] rref(4) | Z] (3.20)

where 2" is some vector that will depend on what ¢ is. Nonetheless, since
we know exactly what rref (A) is, then we have complete knowledge of the
pivots of A. There are four things we can conclude from knowledge of the
pivots of A:

1. If every row of A contains a pivot, then it is not possible that the
rightmost column of Ais a pivot column of A because every row of

rref (A) contains a row-leading 1 that occurs before the rightmost

column of rref (fl) Since A does not have a pivot in its rightmost

column, then the equation AZ = ¥ is consistent no matter what v is.

2. If at least one row of A does not contain a pivot, then rref (A) has
one or more rows of zeros at the bottom and it is possible that A will
contain a pivot in its rightmost column. Whether or not that is the
case depends on what ¢ is. For some choices of ¥, the vector Z'in (3.20)
will be a pivot column of A and for other choices of Yy, the vector 2
will not be a pivot column of A. This means that for some choices of
i/, the equation A7 = i/ will be inconsistent, and for other choices of ¥/
the equation A7 = ¢ will be consistent. One partlcular choice of ¢ for
which consistency is guaranteed is y = Oy, because A0, = 0,,

3. If every column of A is a pivot column of A and AZ = ¥/ is consistent,
then it must be the case that A¥ = ¢ has a unique solution. This is
because if every column of A is a pivot column of A, then there are no
free variables.

4. If at least one column of A is not a pivot column of A and AZ¥ = ¥
is consistent, then AZ = ¥ has infinitely many solutions, because free
variables are present.

The above observations are summarized in the following theorem.
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Theorem 3.8.2. Suppose that A is an m X n matriz and consider the family
of all matriz—vector equations of the form

AT = 7.

1. If A has a pivot in every row, then AZ = ¥ is consistent for any choice
of the vector y in R™.

2. If A does not have a pivot in every row, then there are some vectors y
in R™ for which AX = i is consistent and there are also some vectors
i in R™ for which AZ = i is inconsistent.

Moreover, if i is a vector such that AT = i is consistent then

1. If every column of A is a pivot column of A, then AZ = ¢ has a unique
solution.

2. If at least one column of A is not a pivot column of A, then AT =y
has infinitely many solutions.

Example 3.8.4. Let A be the matriz

3 0 1
A=13 1 -1
2 0 -1

What information can we gain from A concerning solutions of the family of
equations Ax = /¢
Theorem 3.8.2 tells us how to answer this question. We compute

1
rref (A) = | O
0

o = O

0
0
1

By looking at rref (A), we see that every row of A contains a pivot. Theorem
3.8.2 tells us that the equation AZ = 1 is consistent no matter what we choose
for the right hand side vector i in R®. Furthermore, since every column of A
contains a pivot, the equation AZ =y will have a unique solution (no matter
what we choose as ).
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Example 3.8.5. Let A be the matrix

-1 -1 1 1
A= 0 0 -1 -2
1 1 3 =2

What information can we gain from A concerning solutions of the family of

equations Ax = ¢
To answer this question, we compute

rref (A) =

o O =
o O =
O = O
_ o O

By looking at rref (A), we see that every row of A contains a pivot. Theorem
3.8.2 tells us that the equation AX = ¥y is consistent no matter what we
choose for the right hand side vector if in R®. However, the fact that not
every column of A contains a pivot (the second column of A does not contain

a piwot), tells us that AZ = § will have infinitely many solutions (for any
choice of i in R3).

Exercise 3.8.2. For each of the following m x n matrices, A, decide whether

a) The equation AT = i is consistent for any choice of § in R™ or

b) There are some vectors § in R™ for which AZ = ¥ is consistent and
other vectors i in R™ for which AZ = i is inconsistent

Assuming that y is a vector in R™ such that AZ = v is consistent, decide
whether

a) AT =y has a unique solution or

b) AZ = y has infinitely many solutions.

1. 5
=150
2. ; .
=137
3.
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4.
0 5
A=| 1 5
-2 3
5.
2 4 2
A=|5 -1 =3
0 2 -1
6.
A=[41 2]
7.
1 8 -1
A=| -2 -17 1
2 18 0

If A is a square matrix, then there is a simple criterion that can be applied
in studying the possible solution sets of AZ = ¢j. Recall that a square matrix
is a matrix that has the same number of rows as it has columns. If A is a
square matrix and A has a pivot in every row, then A also has a pivot in every
column (because A has the same number of rows as columns). Likewise, if A
is a square matrix and at least one row of A does not contain a pivot, then
at least one column of A does not contain a pivot. If A is a square matrix
of size n x n and rref (A) = I, (recall that I, denotes the n x n identity
matrix which was introduced in Section 3.6), then A has exactly n pivots.
If rref (A) # I, then A has fewer than n pivots. This provides us with
the following corollary to Theorem 3.8.2 which applies to square coefficient
matrices.

Corollary 3.8.1. Suppose that A is an n X n (square) matriz and consider
the family of all matriz—vector equations of the form

AT = 7.

1. If rref (A) = I, then AZ = §f has a unique solution for any choice of
the vector i in R™.
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2. Ifrref (A) # I, then there are some vectors § in R™ for which Az =y
1s consistent and there are also some vectors i in R"™ for which Ax =y
is inconsistent. If AX = i is consistent, then it has infinitely many
solutions.

Example 3.8.6. Let A be the matrix

-1 4 2
A= 1 -3 2
1 -2 0

What does Corollary 3.8.1 tell us about matriz—vector equations, AT = 1,
that have A as their coefficient matriz?
Since

1
rref (A) = | 0

Corollary 3.8.1 tells us that the equation AZ = y will always have a unique
solution, no matter what we choose for i on the right hand side of the equa-
tion.

Example 3.8.7. Let A be the matrix

1 0 -2
A=|-1 -3 -6
—3 -3 -2

What does Corollary 3.8.1 tell us about matriz—vector equations, AT = v,
that have A as their coefficient matriz?
Since

1
rref (A) = | O S| # 6L,

Corollary 3.8.1 tells us that there are some vectors i in R® for which the
equation AT = i is inconsistent, and there are some vectors i in R> for
which the equation Ax = i is consistent. For those i for which AT = i is
consistent, AT = i has infinitely many solutions.

Exercise 3.8.3. For each of the following matrices A, what information can
be gained from Corollary 3.8.1 regarding the family of equations Ax = i that
have A as their coefficient matrixz?
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1.
30
= (1]
2.
0 1
=[]
-1 1 -2
A= 1 -1 2
|2 1 0 |
4- )
-2 2 -2
A=| -1 -1 0
2 -1 1|
5.
-1 0 —1 0
-1 1 1 1
A 1 -1 1 1
-1 1 1 -1

3.8.2 The Matrix Equation AX =Y

We now consider matrix equations of the form AX =Y where A isan m xn
matrix, X is a n X p matrix and Y is an m X p matrix. We regard A and Y as
being the “given” matrices and X as being the “unknown” matrix. What we
learned about matrix—vector equations of the form AZ = gy in Section 3.8.1
will help us to understand the more general equations of the form AX =Y.
If X is a matrix that is a solution of the equation AX = Y, then for any
column of AX (say the ith column) we have

and thus by (3.8) we have

ACol; (X) = Col; (Y). (3.21)
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For each i (1 <4 < n), equation (3.21) is a matrix-vector equation with
unknown vector Col; (X). If, for each i, we let A; denote the augmented
matrix

Aj=[ A Col(Y) ],
then Theorem 3.8.1 tells us that

1. If the rightmost column of A; is a pivot column of A;, then (3.21) is
inconsistent.

2. If the rightmost column of A; is not a pivot column of A4;, then (3.21)
1s consistent.

Moreover, if (3.21) is consistent then

1. If every column of A is a pivot column of A, then (3.21) has a unique
solution.

2. If at least one column of A is not a pivot column of A, then (3.21) has
infinitely many solutions.

In order for the equation AX =Y to be consistent, the equations (3.21)
must be consistent for all 7. Likewise, assuming that AX =Y is consistent,
AX =Y has a unique solution if and only if all of the equations (3.21)
have unique solutions. These observations can be used to obtain theorems,
analogous to Theorems 3.8.1 and 3.8.2; that answer the questions of existence
and uniqueness of solutions of AX =Y via study of the multiply—augmented
m x (n + p) matrix

A=[A|Y].

Rather than state the most general results (the analogues of Theorems
3.8.1 and 3.8.2), we will focus on the case that A is a square matrix of size
n x n and the matrix Y is also a square matrix of size n x n. This is the
only case that is of interest to us for the purpose of defining matrix inverses
in the next section. If A and Y are both matrices of size n x n, then the
unknown matrix, X, in the equation AX = Y must also be of size n x n.
The multiply-augmented n x (2n) matrix of the equation AX =Y is

A=[A|Y]
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and row reduction of this matrix gives
rref (A) = [ rref (A) | Z | (3.22)

where Z is some n X n matrix. Since A is a square matrix, then either
rref (A) = I, or rref (A) # I,.
If rref (A) = I,,, then

rref(fl)z[[}JX}

where X is the unique solution of the equation AX =Y. If rref (A) # I,
then AX =Y might be inconsistent or it might be consistent — depending
on what the matrix Z in equation (3.22) turns out to be after performing
row reduction on A. We thus obtain the following theorem.

Theorem 3.8.3. Suppose that A and Y are both n X n (square) matrices
and consider the matrix equation

AX =Y.

Let R
A=[A| Y]

be the n x (2n) multiply-augmented matriz that corresponds to this matriz
equation.

1. Ifrref (A) = I, then AX =Y has a unique solution. Furthermore
rref(/l)z [ I, | X}
where X is the unique solution of AX =Y.

2. If rref (A) # I, then AX =Y is either inconsistent or has infinitely
many solutions.

Example 3.8.8. Let us solve the equation AX =Y where A and Y are the
2 X 2 matrices

-1 -2 -1 1
A—{O 1] and Y_[_211.
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To do this, we form the multiply augmented matrix
P -1 -2] -1 1
A= { 0 1 |-21 }

and perform row reduction on this matriz to obtain

P 1 0] 5 =3
rref(A)z[o 1‘ 9 1 :|:|:IQ|X:|.
5 -3
AEY
is the unique solution of the equation AX =Y.
We can check that X is a solution:

-1 =2 5 =3 -1 1
=S TS e
Exercise 3.8.4. Solve the equation AX = I where
-1 =2
A= [ Lo ] .
Exercise 3.8.5. Let A be the matrix
11
A= [ b ]

FExplain why the equation AX = Iy has no solution.

Since rref (A) = I, then

We conclude this section with a corollary that is analogous to Corollary
3.8.1, but which applies to matrix equations.

Corollary 3.8.2. Suppose that A is an n X n (square) matriz and consider
the family of all matriz equations of the form

AX =Y.

1. Ifrref (A) = I, then AX =Y has a unique solution for any choice of
n xXn matriz'Y .

2. Ifrref (A) # I,,, then there are some nxn matrices Y for which AT =y
is consistent and there are also some n xn matrices Y for which AX =
Y s inconsistent. If AX =Y is consistent, then it has infinitely many
solutions.
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3.9 Inversion of Matrices

To motivate our definition and study of the concept of the inverse of a matrix,
we will take a look at the corresponding concept as it applies in the simpler
setting of real numbers. The multiplicative identity element for real
numbers is the number 1. To say that the number 1 is the multiplicative
identity element for the real numbers means that if a is any real number
then

(a) (1) = a.

In words, any real numbered multiplied by 1 gives that same number. Of
course, since the operation of multiplication of real numbers is commutative,
it is also true that if @ is any real number then

(1) (a) = a.

If a is a real number, then a real number b is said to be a multiplicative
inverse of a if
ab=1.

Again, because multiplication of real numbers is commutative, if b is a mul-
tiplicative inverse of a, then it will also be true that

ba = 1.

If a is any real number with a # 0, then a has a unique multiplicative
inverse. For example, the multiplicative inverse of 5 is 1/5 because

()

and b = 1/5 is the only real number that satisfies the equation 56 = 1.

In general, the multiplicative inverse of a real number a # 0 is 1/a, which
we also sometimes write using the notation a™!. So, returning to our example,
we can write the multiplicative inverse of the number 5 as 1/5 or as 5.

What if @ = 0?7 In this case, a does not have a multiplicative inverse
because there does not exist any real number b such that (0)b = 1.

We are now going to define what we mean by the multiplicative inverse
(if it exists) of an n x n matrix A. We want our definition of this new concept
to be as similar as possible to the corresponding concept for real numbers (as
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discussed above). To begin, recall from Section 3.6 that the n x n identity
matrix, [,, is the multiplicative identity element for the set of all n x n
matrices. This means that if A is any n X n matrix then

Al,=A and [,A=A.

Since [,, is the multiplicative identity element, then we want to define an
inverse of a given n x n matrix A, to be another n x n matrix B such that
AB =1, and BA = I,, are both true.

Definition 3.9.1. Suppose that A is an n x n matriz. We say that A is
invertible if there exists an nxn matrix B such that AB = I, and BA = 1,.

If B is a matriz such that AB = I, and BA = I,,, then we say that B is
an tnverse of A.

Example 3.9.1. In this ezample, we illustrate the definition of the inverse
of a matrixz. We do not show how we came up with the matriz inverse, but
you will learn how to do that soon!

Let A be the matriz

-1 1
A= -2 1
Let us verify that the matrix
11
B = 2 —1 |

is an inverse of A. To do this we need to verify AB = Iy and BA = I5.
By computation, we see that

— 1 -1
=5 5]
[(—1) +(M(2) D=+ 1) (—1)]
(=2) M+ ) (=2)(=)+1)(=1)

“[o 1]

=1

- (3 A][2 1[5 ]

This shows that B is an inverse of A.

11
2 1
(1)

and likewise
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Example 3.9.2. Let us verify that the matriz

-1 -2
=l
15 an inverse of itself.
By computation, we see that

-1 -2 -1 -2 1 0
AA_[O 1“0 1}_{01}_5’
which shows that A is an inverse of itself.

Exercise 3.9.1. 1. Verify that the matrix
-1 1
p-] ]

is an inverse of the matrix

2. Verify that the matrix

is an inverse of the matrix

i -1 -6
A=|0 0 1
0 3 2

Exercise 3.9.2. Suppose that A is an invertible n X n matrix and suppose
that B is an inverse of A. Must it also be true that A is an inverse of B?
Ezplain.

Our first theorem concerning matrix inverses states that an invertible
matrix has exactly one inverse.
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Theorem 3.9.1. If A is an invertible n X n matriz, then the inverse of A is
unique. This means that there do not exist two different n X n matrices, B
and C, that both act as inverses of A.

Proof. Suppose that A is invertible and suppose that the matrices B and C'
both act as inverses of A. This means that

AB =1, and BA=1,

and
AC =1, and CA=1,.

This implies that
B =BI,=B(AC)=(BA)C=1,C=C.

We have shown that if matrices B and C' both act as inverses of A, then B
and C' must be identical. ]

Since an invertible matrix, A, has only one inverse, we can give this inverse
a name. The name that we give to it is A~!. This is in keeping with the fact
that we give the name a~! to the inverse of an invertible real number a. In
addition, we can stop using the word “an” and start using the word “the”
when referring to the inverse of a matrix. In speaking and writing, we use the
indefinite articles “a” and “an” when we are in situations where we think that
there possibly could be more that one of something. For example, perhaps
we are in the midst of some problem where we are discussing solutions of
some equation that has the form f(z) = b and we aren’t sure how many
solutions this equation has. In that case, we might make a statement of the
form “Suppose that = is a solution of the equation f (x) = b.” However,
if we are sure that the equation we are discussing has exactly one solution,
then we use the definite article “the” to refer to this solution. We would say
“Suppose that x is the solution of the equation f (z) = b.” To illustrate the
A~! notation, we showed in Example 3.9.1 that the inverse of the matrix

=[]

Lo [1 =
e

The big questions that we now focus on are

is the matrix
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1. Which matrices are invertible?

2. How do we find the inverse of an invertible matrix?

The answers to both questions are given in the Theorem 3.9.3. Before
providing that theorem, we provide a prelimnary theorem that tells us that
it is actually not necessary to check that both AB = I, and BA = I, in
order to conclude that B = A~!. This is surprising! It is surprising because
we know that matrix multiplication is not commutative, meaning that it is
usually not true that AB = BA even when AB and BA are both defined
and have the same size. What the upcomig theorem tells us, though, is
that if AB = I,,, then it must also be true that BA = [, (and incidentally
AB = BA).

Theorem 3.9.2. Suppose that A and B are both n x n matrices and suppose
that AB =1,. Then BA=1,.

Proof. Suppose that AB = I,.
We know that

LY =Y for all n x n matrices Y

and thus
(AB)Y =Y for all n X n matrices Y.

By the associative property of matrix multiplication, we can write the
above statement as

A(BY) =Y for all n x n matrices Y.

This shows that the equation AX = Y has a solution for any choice
of n x n matrix Y. (The above equation shows that BY is a solution of
AX =Y

Since AX =Y has a solution for any choice of Y, then by Corollary 3.8.2
it must be the case that rref (A) = I,, and thus it must in fact be true that
AX =Y has a unique solution for any choice of n x n matrix Y. Thus it
must be the case that the equation AX = A has unique solution.

It is easy to see that X = I, is a solution of the equation AX = A.

However, note that

A(BA)=(AB)A=1,A= A
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which shows that BA is also a solution of AX = A.

We have determined that the equation AX = A has a unique solution,
but we have also determined that X = I, and X = BA both satisfy this
equation. Therefore it must be the case that BA = I,,.

This completes the proof.
m

We now provide the theorem that answers the questions on which matrices
are invertible and on how to find the inverses of invertible matrices.

Theorem 3.9.3. Suppose that A is an n x n matriz. Then A is invertible if
and only if rref (A) = I,,. A
Furthermore, if rref (A) = I,, and A is the multiply—augmented matriz

A=[A| L],

then
rref <A> = [ I, ‘ AL }

Proof. Suppose that A is an n x n matrix and suppose that rref (4) = I,,.
Then consider the matrix equation AX = I,. The multiply-augmented
matrix for this matrix equation is

A=A L]

and since rref (A) = I,, then statement 1 of Theorem 3.8.3 tells us that
AX = I, has a unique solution and that

rref(fl):[]n|X}

where X is the unique solution of AX = I,,.

We have shown that there is a unique matrix X, such that AX = I,,. By
Theorem 3.9.2; it must also be true that X A = I,,. Thus A is invertible and
X = A~'. Furthermore, we see that

rref (A) = [ I, ‘ AL ]

We have proved that if rref (A) = I,,, then A is invertible. We still need
to prove that if rref (A) # I,, then A is not invertible. We will do this
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by proving the (equivalent) contrapositive statement: If A is invertible, then
rref (A) = I,,.

Suppose that A is invertible. Then we know that A~! exists. Knowing
that A~! exists allows us to easily solve the matrix equation AX = I,,. If
AX =1, then

ATHAX) = AT,

which implies that
(AflA) X=A"

which implies that
ILLX=A"

which implies that
X=A"

The fact that the matrix equation AX = I, has a unique solution (which
is X = A7) tells us, by Theorem 3.8.3, that rref (4) = I,,. (If it were the
case that rref (A) # I, then it would have to be the case that the matrix
equation AX = I, either has no solution or infinitely many solutions.) [

The fact that if A is invertible, then
rref (A) = [ I, ‘ At },

provides us with a procedure for calculating A=! for any square matrix A.
The procedure is to form the multiply—augmented matrix A and then perform

the row reduction algortihm on it. The left half of rref (121) always turns out

to be I, and the right half of rref (A) always turns out to be A~!. This

is illustrated in the following example, followed by some exercises that are
provided for practice.

Example 3.9.3. In Example 3.9.1, we showed that the inverse of the matrix
-1 1
e

Lo [1 =1
-l al)

1s the matrix
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but we did not show how to find A~' from A. Here is how. We form the
multiply—augmented matriz

d=fate)=[ 510 1]

and then perform the row reduction algortihm on A to obtain
A 1 01 -1 _
rref(A):[O1'2_1}:[[Q|A1].

Thus we have computed

4|1 -1
At = [ LT
Exercise 3.9.3. In Example 3.9.2, we showed that the inverse of the matrix
—1 -2
=07

is A. Verify that
rref([A| IQ]):[[Q ’ A}.

Exercise 3.9.4. Use row reduction to find the inverses of the following ma-
trices. Once you have done this, check by computation to make sure that you
have gotten the right answer by computing AA™' (using the A™' you have

found).
1. .
S
2.
=17
3.

D

|
O Ol
Ni= O

—_
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/.
2 0 3
A=1|1 0 2
1 -1 —2
5.
1 1 0 -1
-1 -1 1 -1
A=1_41 9 o0 1
0 —1 1 1

The following corollary follows from Theorem 3.9.3 and the proof of the
corollary is contained within the proof of the theorem.

Corollary 3.9.1. Suppose that A is an invertible n X n matriz.
Then, for any vector if in R"™, the matriz—vector equation AT = § has the
unique solution
r=A"'y

and, for any n X p matriz Y, the matriz equation AX =Y has the unique
solution
X=A".

Solving equations of the form A¥ = ¢ and AX =Y by first computing
A7 and then applying Corollary 3.9.1 is not the most efficient way to solve
these equations. The most efficient way is to use augmented matrices and row
reduction directly on the equations. Nonetheless, the corollary is valuable as
a theoretical tool that will be used in future parts of this course. Here is an
example that illustrates the corollary.

Example 3.9.4. Let us use matrix inversion to solve the equation AT = v
where
-1 1 o
A= [ 9 1} and y = (4,3) .

We have already seen (in Ezample 3.9.1) that

o [1 =
NP
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By Corollary 3.9.1, the unique solution of AT =1 is ¥ = A~'y. Since

Row; (A7") -7=(1,-1)-(4,3) =1
Row, (A7Y) - 7= (2,—1) - (4,3) =5,

then the unique solution of AZ¥ =4 is & = (1,5).

Exercise 3.9.5. For the matrices A and vectors y given below. Solve the
equation AT = 1 in two different ways:
a) by performing row reduction on the augmented matriz A= [ A ‘ U ]
b) by first computing A~' (using the algorithm for computing A=) and
then using Corollary 3.9.1.

1.
0 1 o
A_{l 1} and y=(—1,-3)
2.
~1 2 o
A:[—Z 1} and §=(5,1)
3.
-2 -2 0
A=]1 0 0 -3 and = (4,3,-8)
-1 2 1
4.
3 1 0 -1
2 —2 2 1 -
A= . -1 3 3 and y=(-5,3,5,7).
-2 -1 -1 1

We conclude this section with two useful theorems — one stating that the
product of two invertible matrices is invertible and the other stating that the
transpose of an invertible matrix is invertible.

Theorem 3.9.4. Suppose that A and B are n X n matrices and that A and
B are both invertible. Then the product AB is invertible and

(AB)™' = B7tA™!.
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Proof. Suppose that A and B are n x n matrices and that A and B are both
invertible. This means that A=' and B~! both exist. Now notice (by using
the associative property of matrix multiplication) that

(AB) (BA7") = A (B (B'A7)
=A((BB™')A™
— A(1,A7Y)
= AA™!
=1,.

We have shown that (AB) (B~'A~') = I,, and we thus conclude that (AB) ™"
B7tAL O

Theorem 3.9.4 tells us that the inverse of a product of matrices is the
product of the inverses in the reverse order. Remember that matrix multi-
plication is not commutative, so keeping the order as stated in the theorem
is essential. It is not generally true that (AB)™" = A"'B~L.

Theorem 3.9.5. Suppose that A is an invertible n x n matriz. Then AT is
also invertible and (AT)f1 =AY

Proof. Since A is invertible, then A~! exists and A=A = I,. Taking the
transpose of both sides of this equation gives (A™1A)" = IT. However,
IT = I, and by property (3.5), we have (A™LA)" = AT (A=)". Thus

AT (AN =1,

and we conclude from this that A” is invertible and that (AT)_1 =AY

]

Example 3.9.5. Let us illustrate Theorem 3.9.4 using the matrices

30 1 —1
A—{l 3} and B—{2 0 ]

The inverses of these matrices are

1 and Blz[ 0

1 1
-1 _ | 3
A_[ 0

wi= O

N[N0 | =
| |

O
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The product AB s
30 1 -1
a=115] e 5 -
and the inverse of the product is

(4B = |

5|~ |~

We also observe that

1 1 -1 1
st s Y- TE
2 9 3 18 6

illustrating that (AB)™' = B1A™!.

Exercise 3.9.6. For the matrices

2 4 —4 2
A:l4 _3] and B:[_4 1},

verify by computation that (AB)™' = B71A™1.

Exercise 3.9.7. Suppose that A and B, are n X n matrices and suppose that
A is invertible and B is not invertible. Explain why AB cannot be invertible.

Exercise 3.9.8. Theorem 3.9.4 tells us that if A is invertible and B is in-
vertible, then AB 1is invertible. Exercise 3.9.7 tells us that if A is invertible
and B is not invertible, then AB is not invertible. We can ask whether there
is any relationship between the invertibility of a pair of matrices A and B and
their sum A + B. Generally speaking, there is no clear relationship. Create
an example of a pair of 2 X 2 matrices A and B such that

1. A and B are invertible, and A + B is invertible,
2. A and B are invertible, but A + B is not invertible,
3. A and B are not invertible, but A + B is invertible,

4. A and B are not invertible, and A + B s also not invertible,
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Exercise 3.9.9. For the square matrices, A, given below, find A~' and
(A_l)T. Then verify that (AT)_1 = (A_l)T by computing AT (A_l)T,

1.

A:

3.10 Additional Exercises

(Jump to Solutions)

1.

Complete the following sentences by filling in one of the words “scalar”,
“vector”, or “matrix”.

(a) The sum of two vectorsisa .

(b) The sum of two matricesisa __________.
(c
(d
(e
(f
(&
(

A scalar multiple of a vectorisa __________.
A scalar multiple of a matrixisa __________.

The product of two matricesisa _________.

A linear combination of vectorsisa __________.
h

(i) The transpose of a matrixisa __________.

)

)

)

)

)

) The dot product of two vectorsisa .

)

) The product of a matrix and a vectorisa __________.
)
)

(j) The inverse of a matrix is _________.

2. Suppose that the matrix A has column vectors

Col, (A) = (1,-2,7, —4)
Coly (A) = (~1,7,3, —1)
Coly (A) = (—6,8,6,0).

Write down A and write down the row vectors of A.
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Suppose that the matrix B has row vectors
Row, (B) = (—6,4,4, —-2)
Row, (B) = (5,—2,5,5)
Rows (B) = (3,6,2,—5) .
Write down B and write down the column vectors of B.

For the matrices A and B that you wrote down in questions 1 and 2
above, is it possible to compute A + B? If so, then compute it. If
not, then explain why not? Is it possible to compute AB? If so, then
compute it. If not, then explain why not.

. The m x n zero matrix is the m X n matrix that has all entries of 0.

This matrix is denoted by O,,x,. Thus, for example,

0000
03><4 - 0 00O
0000

Explain why it makes sense to refer to O,,«, as the additive identity
element for the set of all m x n matrices.

. For the matrices

4 -1 -1 —4
A_{_zl _1} and B—{_Q 3},

compute 2 (A + B) and 2A + 2B and observe that they are the same.

. For the matrices

12
2 -2 4 0 0 2
A_{—z -3 1 2} and B=1 5 3

~1 2

compute AB and BA.

. We know that it is not generally true that AB = BA, even when A

and B are square matrices of the same size. Let A be the 2 x 2 matrix
-1 =2
S ]

Find all matrices X such that AX = X A is true.
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Suppose that A is an n x n matrix and let O,, be the n X n zero
matrix. (Refer to problem 5 above.) Explain why AO,,x, = Opxn.

A property of real numbers that you are probably familiar with is that
if a and b are real numbers and ab = 0, then it must be true that either
a=0or b=0. A similar property does not hold for matrices. Come
up with an example of a 2 X 2 matrix A and a 2 x 2 matrix B such that
AB is equal to the 2 x 2 zero matrix (that is AB = Ojx2) but neither
A nor B is equal to Oayo.

Another property of real numbers that you are probably familiar with
is the “cancellation law” which says that if a, b, and ¢ are real numbers
with a # 0 and ab = ac, then b = ¢. A similar property does not, in
general, hold for matrices. Come up with an example of 2 x 2 matrices

A, B, and C such that A # Oy and AB = AC but B # C.

Hint: If you successfully did problem 10, then you should be able to
use what you got there to help with this problem.

Referring back to the previous problem, there is a cancellation law that
holds when the matrix A is invertible. Specifically, if A is an invertible
n X n matrix and B and C' are matrices of size n x p and AB = AC,
then B = C'. Prove this cancellation law.

Hint: Multiply both sides of AB = AC on the left by A~! and use the
associative property of matrix multiplication and the fact that I, is a
multiplicative identity element for matrix multiplication.

Suppose that A is an m x n matrix. Explain why the matrix product
AAT is defined (is possible to carry out). What size is AAT?

For the matrix

30 5
A= [ 310 ] ’
compute AAT and (AAT)T.
What do you observe? It is not a coincidence.

Use property (3.5) to prove that if A is any matrix, then (AAT)T =
AAT.
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15.

16.

17.

18.

19.
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For the matrix and vector

-2 -1 1 1
A= -2 2 -2 -1 and T = (1, %9, T3, 24),
-2 2 2 =2

Compute AZ in two different ways: a) by using (3.6) and b) by using
(3.7).

For the matrix and vector

1 -1 0
0 -1 2

Compute ATZ in four different ways: a) by first computing A” and
then using (3.6), b) by first computing A” and then using (3.7), c) by
using (3.9), and d) by using (3.10).

Suppose that A is an n X n matrix and suppose that the vector ¥ in
R™ is a solution of the homogeneous equation A7 = 0,,. Explain why
all of the row vectors of A are orthogonal to 7.

Suppose that A is a 3 x 3 matrix and that

2 —1
rref Al -1 =1\ I3 | -3
—2 2

What is the solution of the matrix—vector equation

AT =(2,-1,-2)7

For the following matrices A and vectors 7, find the solution set of
the equation AX = g. Indicate whether the equation is inconsistent,
consistent with a unique solution, or consistent with infinitely many
solutions.

(a)
0 -1 0
A=| -1 -1 0 and ¢ = (1,-3,2)
1 -1 -1
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20.

21.

22.

23.

(b)
0 -1 0
A=|0 -1 0 and 7= (—2,—2,—2)
1 -1 -1
(c)
0 -1 0
A=10 -1 0 and ¢ =(0,1,—2)
1 -1 -1

Write down the multiply-augmented matrix for the matrix equation
AX =Y where A and Y are the matrices

-3 -3 0 3
A—{_?) _2} and Y—{_l 2]

and then perform row reduction on this multiply-augmented matrix
to find the solution of the equation AX =Y. Does AX =Y have a
unique solution?

Write down the multiply—augmented matrix for the matrix equation
AX = I, where A is the matrix

[1d]

and then perform row reduction on this multiply—augmented matrix to
find the solution of the equation AX = I,. (What you are doing here
is finding A=1.)

Let A be the 3 x 3 matrix

1 —4 2
A=|[0 1 4
0 0 1
Find A~! by solving AX = I3.
Show that the matrix
1 2 3
A=|[4 5 6
7 8 9

is not invertible by studying the equation AX = I5.
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24.

25.

26.

CHAPTER 3. MATRIX ALGEBRA

Let {€1, €, €3} be the set of standard unit vectors in R?* and let & =
(w1, 9, 73) be a vector in R3. Show that

T = .1'151 + $2€2 + 37353.

This shows that any vector in R? is a linear combination of the standard
unit vectors of R3.

Suppose that A is an n X n matrix. It is obvious that A0; = 0.

Suppose that there exists some vector ¥ in R?® with 7 # 03 such that
AZ = 03. Explain why it must be the case that rref (4) # I3 (and
hence that A is not invertible).

(a) Explain why an n x n matrix, A, that contains a row consisting
entirely of entries of 0 is not invertible.
Hint: Think about solving AX = I,,. What can you say about
rref (A)?

(b) Explain why an n x n matrix, A, that has two identical rows is
not invertible.



Chapter 4

Vector Spaces and Subspaces

In this chapter, we will investigate vector spaces from the perspective of an
algebraic setting. We will primarily focus on the vector spaces R", but we
will see that we can generalize the idea of “vector” and arrive at a framework
that extends to other sets of objects that we can manipulate with specific
operations. We’ve already seen these ideas extended to matrices in Chapter 3.

We used the phrase vector space extensively in Chapter 1 in reference to
R™ and it is tempting to attach a physical connotation, especially to the
word space. But when mathematicians use the phrase vector space, it refers
to an algebraic structure—select objects, operations on those objects, and
properties that are either assumed (i.e., axioms) or can be deduced from the
assumptions (e.g., theorems).

4.1 Linear Independence

In Chapter 2, we studied systems of linear equations where we found that
there are three possible solution scenarios: no solution, a unique solution,
infinitely many solutions. Later in Chapter 3, we found that a system of
linear equations can be formulated as a matrix—vector equation Az = y/.
And in section 3.5, we learned that the matrix-vector product AZ can be
interpreted as a linear combination of the columns of A with the entries of ¥
as the weights, i.e.,

AZ = 1 Coly(A) + 22 Cola(A) + - - - + x,, Col,, (A). (4.1)

Hence, for a given vector ¥, the question

151
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“Does Ax = ¢ have a solution?”
can be rephrased as the question

“Is ¢/ in the subset of R™ spanned by the column vectors of the

matrix A—i.e., is § € Span{Col;(A), Coly(A),--- ,Col,(A)}?”

Recalling that the homogeneous system AZ = 0,, is always consistent (since
it necessarily permits the trivial solution ¥ = 6n), the critical question for
a homogeneous system is whether it has nontrivial solutions. In light of
equation (4.1), we can consider the existence (or not) of nontrivial solutions
to be some property of the set of column vectors of A.

Of course, given any set of vectors, say {U,v,...,0,} in R™, we can
always create a matrix A by setting, Col;(A) = 7;. So we don’t have to think
of this property in terms of matrices, but rather as a possible relationship
among a set of vectors. This property is called linear independence.

Definition 4.1.1. The collection of vectors vy, Ua, ..., U, in R™ is said to be
linearly independent if the homogeneous equation

has only the trivial solution, r1 = x9=--- =z, = 0.

If the collection of vectors is not linearly independent, then we say that
it is linearly dependent. For a linearly dependent set of vectors, an equa-
tion of the form (4.2) having at least one nonzero weight is called a linear
dependence relation.

Remark 4.1.1. Note that no matter what the vectors are, the equation (4.2)
can always be made true by simply taking all of the coefficients to be zero. The
question is whether it’s possible to make that equation true without insisting
that all coefficients are zero. This definition can be restated to focus on linear
dependence. In this case, we’ll say

The collection of vectors is linearly dependent if there exists a
set of weights, x1,...,x,, not all zero such that equation (4.2)
holds.

We can easily characterize the linear dependence or independence of a
set consisting of one or two vectors. In particular, a set containing a single
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vector ¥ in R™ is linearly dependent if and only if @ = 0,,. This is readily
confirmed by considering the equation

e = Opp. (4.3)

If 7 # 0,,, then (4.3) requires the coefficient ¢ = 0, whereas if 7 = 0,,, we can
take ¢ = 1 (or any other nonzero number) to produce a linear dependence
relation.

For a set consisting of two vectors, v} and 75 in R™, the set is linearly
dependent if and only if one of these is a scalar multiple of the other. To
establish this, suppose U} = ¢ty where ¢ is any scalar (possibly even zero).
We can rearrange this to obtain the linear dependence relation

1171 — 0172 = Om

Note that at least one of these coefficients (the 1 scaling ¥)) is nonzero—
making this a valid linear dependence relation and showing that the vectors
are linearly dependent. Alternatively, if the pair is linearly dependent, then
there exists scalars ¢; and ¢y, not both zero such that

C1U1 + CoUy = Om

We can assume without loss of generality! that ¢; # 0 and rearrange the
equation to find that v; is a scalar multiple of o5, i.e.,

S Ca
V1 = ——0a.
(&1

Exercise 4.1.1. For each set of one or two vectors, determine whether the
set is linearly dependent or linearly independent.

1. 7=(1,0,1,2)
2. Hl - <1, —1>, ’(72 - <—4,4>

3. o = (0,0,0,0,0), o = (1,2,3,4,5)

!To say that we can assume something without loss of generality means that we can
make this assumption (e.g., ¢; # 0) without damaging the integrity of our argument. You
might wonder, what if ¢; = 07 Since we are assuming that at least one of these numbers
is nonzero, we could just swap their labels (¢; <> ¢2 and ¥; > ) because their labels are
completely arbitrary.
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4. 01 = (3,6,18), U = (3,2,2)

5. v =(2,1,0), U5 = (—1,2,0)

For a collection of three or more vectors, determining linear dependence
will be slightly more complicated. However, equation (4.2) gives rise to a

homogeneous system of linear equations, and we can use familiar techniques
to investigate the existence of nontrivial solutions.

Example 4.1.1. Determine whether the vectors vy = (1,1, —1), th = (2,0, —3),
and U3 = (0,2, 1) are linearly independent or linearly dependent. If they are
linearly dependent, construct a linear dependence relation.

We can consider the equation x1U) + xoUs + T3U3 = 63,
21(1,1,—1) + 24(2,0,=3) + 25(0,2, 1) = (0,0, 0).

Using the results of Chapter 3, we can restate the equation in the form of a
homogeneous matriz-vector equation A¥ = 03 where Col;(A) = v;, i =1,2,3.
We can reduce the augmented matriz, [A | 03] to an rref.

1 2 0/0 10 20
1 0 20 rref 01 —1]0
1 -3 110 00 00

From the rref, we see that there are two basic variables, x1 and x5, and one
free variable, x3. Because there is a free variable, the homogeneous system
AZ = 03 has nontrivial solutions. Hence, we conclude that the vectors are
linearly dependent.

We can actually glean more information from the rref. In particular, the
values that appear in the non-pivot column can be used to construct a linear
dependence relation. From the rref, we see that x1 = —2x3, x9 = x3, and T3
15 a free variable. The solution is given in parametric form as

ry = —Qt,
To = t, teR.
r3 = t

To construct a linear dependence relation, we can choose any nonzero value?

?Different values of ¢t will give different linear dependence relations that are equally
valid. Perhaps it would be desirable to select ¢ = —1 instead to avoid the leading minus
sign, 2171 — ’172 — 173 = 03.
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for the parameter t. For example, if we set t = 1, we obtain a linear depen-
dence relation

—20) + Ty + U3 = 03.

Example 4.1.1 illustrates a general result that follows directly from the
definition of linear independence.

Theorem 4.1.1. Let A be an m X n matriz. The column vectors of A are
linearly independent in R™ if and only if the homogeneous equation Ax = 0,,
has only the trivial solution.

In the case of square matrices, Theorem 4.1.1 connects the linear inde-
pendence of the columns to the property of invertibility.

Corollary 4.1.1. If A is an n X n matriz, then A is invertible if and only if
the columns of A are linearly independent.

Recall Theorem 3.9.3, that invertibility is equivalent to being row equiv-
alent to I, which is in turn equivalent to AZ = 0,, having only the trivial
solution. Now, we can say that invertibility is equivalent to having linearly
independent columns. Since the invertibility of A implies the invertibility of
AT (Theorem 3.9.5), we can see that if A is an invertible square matrix, then
its rows are also linearly independent.

1 3 —1
Example 4.1.2. Determine whether the columns of A= 1| 0 4 2| are

52 3
linearly dependent or linearly independent. If dependent, write a linear de-
pendence relation.

We can consider the homogeneous equation Ax = 0s. Using the auge-
mented matriz [A | 03] with row reduction, we find

rref

DN = W

1 -1
0 2
5 3

o O O

1 0
0 0
0 1

o = O
o O O

We see that all of the columns of A are pivot columns, i.e., there are no free
variables and hence no nontrivial solutions. We conclude that the columns
of A are linearly independent.
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Exercise 4.1.2. For each matriz A, determine if the columns are linearly
dependent or linearly independent. If dependent, find a linear dependence
relation.

1 2 3
1. A=14 5 6
78 9

1 3 2
2.A=12 5 1
1 31

Theorem 4.1.1 provides us with a standard approach to determining
whether a given set of vectors is linearly independent or dependent. We can
always create a matrix whose columns are the vectors in our set. We should
be warned, however, that when determining linear dependence /independence
of a collection of three or more vectors, it is generally not sufficient to con-
sider smaller subsets of the vectors. For example, the reader should verify
that each of the subsets of vectors

{1,705}, {v1,u3} and {vh,vs}

from Example 4.1.1 are linearly independent despite the fact that the set
of all three, {#, U5, U3}, is linearly dependent.

While we cannot simply consider subsets of a collection of vectors when
investigating their linear dependence/independence, we can say that a set of
two or more vectors is linearly dependent if and only if at least one vector in
the set can be written as a linear combination of the other vectors. Hence, if
we can immediately recognize one of the vectors as a linear combination of
one or more of the others, we can conclude that the set is linearly dependent
without further investigation.

Example 4.1.3. Determine whether the collection of vectors vy = (1,—1,1,—1),
Uy = (2,0,3,0), U5 = (—3,3,—3,3) is linearly dependent or linearly indepen-
dent. If linearly dependent, give a linear dependence relation.

We can follow the procedure used in Example 4.1.1. However, we might
simply observe that U3 is obtained from vy by scalar multiplication.

U3 = (—3,3,-3,3) = =3(1,—1,1,-1) = —30,.
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Not only does this allow us to conclude that the vectors are linearly dependent,
we can also rearrange this equation to write a linear dependence relation,

3771 + 173 == 64.
Note that this is the same as writing
30, + 0, + ¥ = 0y

To be a valid linear dependence relation, we require at least one of the coef-
ficients to be nonzero. In this case, two of the three coefficients are nonzero.

There are cases for which linear dependence can be determined with very
little effort. In particular, we have the following theorem.

Theorem 4.1.2. Let {t/, U5, ..., U} be a collection of k of vectors in R™. If
a. one of the vectors, say T; = Oy, or if

b. k> m,
then the collection is linearly dependent.

The statement a. says that any set of vectors that includes the zero vector
is necessarily linearly dependent. The proof of a. is left as an exercise (see
Exercise 1). As for part b., note that this result says that if the number of
vectors in our set is larger than the number of entries in each vector, the set
is automatically linearly dependent. We can argue this using Corollary 2.4.1
to Theorem 2.4.1 from Chapter 2.

Proof. (of Theorem 4.1.2 part b.) Suppose that we have a set of k vectors
{¥}, U, ..., 0y}, each of which is in R™, with k£ > m. Defining the matrix A
such that Col;(A) = 4,

V11 V21 - Ukl
= V12 V22 - U2
)
Uim VY2m - Ukm
>
~
k>m

the homogeneous system AZ = 0,,, will have more variables than equations—
A has more columns than rows. Given that the system is homogeneous, it is
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necessarily consistent, and by Corollary 2.4.1, it must have infinitely many
solutions. That is, there exists a nontrivial solution to Az = 0,,, making the
set of vectors linearly dependent. m

Exercise 4.1.3. Without performing any computations explain why each of
the following sets of vectors is linearly dependent.

1. {(1,0,0),(0,1,0), (0,0,0)}

2. {(1,2),(2,1), (3,0)}

3. {(1,0,0),(0,1,0), (0,0,1), (1, 1, 1)}
4 {(1,2,1), (=1, -2,—1), (1,0,0)}

Exercise 4.1.4. For each set of vectors, determine if the set is linearly depen-
dent or linearly independent. If dependent, find a linear dependence relation.

1. {(1,1,2),(2,—1,0),(1,—3,1)}
2. {(1,2,0,-3),(—2,-4,0,6),(0,2,3,1), (1,6,6,—1)}
3. {(0,4,-2,5), (3,7, —5,—4), (1,5, —3,2)}

4. {(3,1,0,—1),(2,0,—2,8),(3,1,5,4) }

4.2 Subspaces of R"

Since R™ is a set of objects (vectors), we can think of endless examples of
subsets of R". For example,

hd {<17 2>7 <37 _4>7 <47 7T>}7
o {{1,0),(0,0)},
o {(k,k)|k=1,2,...}, and

e Span{(1,0)}
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are all subsets of R?. There is something fundamentally different about
the last example, Span{(1,0)}, and not just because it includes infinitely
many elements (the third example also includes an infinitude of elements).
What makes Span{(1,0)} distinct from these other subsets is that it has a
similar structure to R!, while being a subset® of R?. Most notably, when
we take any elements of the set Span{(1,0)} and perform the operations
of vector addition or scalar multiplication, the resulting vector is also an
element of Span{(1,0)}. This is one of the key properties of algebra that
mathematicians associate with the word space. The subset Span{(1,0)} is
an example of a subspace of R%.

Definition 4.2.1. A subset, S, of R" is a subspace of R" provided
1. .S is nonempty,
1. for any pair of vectors @ and v in S, U+ U is in S, and
1. for any vector 4 in S and scalar ¢ in R, cu is in S.

The properties ii. and iii. are referred to as being “closed with respect to”
(or “closed under”) the indicated operation. That is, we can state property
ii. by saying:

“A subspace of R"™ is closed with respect to vector addition.”

We can similarly state property iii. by saying that a subspace of R" is closed
under scalar multiplication.

Example 4.2.1. Let K = {(a,0,b) € R®| — 00 < a,b < oo}. Show that K
is a subspace of R3.

Note that we can characterize K as the subset of R® of vectors having
second entry zero. We will show that K satisfies all the properties of Defi-
nition 4.2.1. First, we see that K is not empty—for example, (0,0,0) is in
K. To show that property ii. holds, let’s consider any two vectors u and U in
K, say @ = (a1,0,b1) and U = (as,0,bs) where ay,by,as, and by are any real
numbers. Note that

ﬁ—i"l_f: <a1,0,b1> + <(12,0,b2> = <CL1 +a2,0+0,b1 +b2> = <CL1 —|—a2,0,61 +bz>

3To be clear, we are not equating Span{(1,0)} with R'. We are just noting that it has
a similar structure in that it contains all the vectors obtained by doing arithmetic on its
elements.
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We see that @ + U has the required property to be an element of K—i.e., its
second entry is zero. To show that property . holds, we let ¢ be any scalar,
and note that

cti = ¢(ay,0,b1) = (cay, c(0),cby) = {(ca,0,cby).

Here too, we see that cu has the property necessary to be an element of K.
Since K is a nonempty subset of R® that is closed under vector addition and
scalar multiplication, we can conclude that K is a subspace of R®. We might
recognize K = Span{eéy, €} from Example 1.3.4.

Example 4.2.2. Consider the subset F' of R* given by
F={(a,b) € R*|a,bER, a>0}.
Determine whether F is a subspace of R2.

We can characterize F' as the subset of vectors in R?* having nonnegative
first entry. We can think of F' geometrically as the collection of all vectors
whose standard representation has terminal point on or to the right of the
y-axis—this is sometimes called the right half plane. The subset F' is clearly
nonempty—for example the vector (0,0) is in F'. Moreover, F is closed under
vector addition. Suppose @ = {ay,b1) and U = (as,bs) are in F'. This requires
a1 > 0 and as > 0 with by and by any real numbers. Note that

QZ—F U= <a,1,b1> + <(12,bQ> = <(11 + asg, bl + bg)

Since a; +as > 0+ 0 = 0, we see that u + v is in F. However, we can-
not conclude that F is a subspace. In fact, F is not closed under scalar
multiplication. For example, the vector (1,0) is in F, but the vector

~1(1,0) = (—1,0)

1s not in I, since its first entry is not nonnegative. We conclude that F is
not a subspace of R2.

In the definition of subspace, some authors replace the condition that S
is nonempty with the condition that S must contain the zero vector. We’ll
state this as a theorem here leaving the proof as an exercise (see Exercise 3).

Theorem 4.2.1. If S is a subspace of R™, then 0, is an element of S.
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This can be used as a quick test to rule out the possibility that a subset is a
subspace—that is, if it doesn’t contain the zero vector it is not a subspace. Be
careful though. As Example 4.2.2 illustrates, the converse of Theorem 4.2.1
is not true. A subset may well contain the zero vector but still fail to be a
subspace.

Exercise 4.2.1. Determine whether each subset is a subspace of R™ for the
indicated value of n.

1. S={(0,a) € R*|a € R}

2. T={(1l,a) € R*|a € R}

Co

. Q=1{(0,0,0)} in R?
4. P={(kk) e R|k=1,2.}
5. L={(k,k) € R*|k € R}

The following theorem follows directly from the definition of Span (Defi-
nition 1.3.2).

Theorem 4.2.2. If S = {0}, ¥, ...,0x} is any nonempty subset of vectors
in R™, then the set Span(S) is a subspace of R™.

We can prove Theorem 4.2.2 by demonstrating that a span necessarily
satisfies the three subspace criteria.

Proof. First, suppose S = {¥, ¥, ..., U} is nonempty. Then Span(S) will
contain the elements of S making it also nonempty. Next, suppose ¥ and 2" are
any elements of Span(S). Then we can write ¢ and 2" as linear combinations
of elements of S,

v a1V + apUs + -+ - + U
5 - b1?71 + bg?_fg + -+ bk’ljk
for some sets of weights a;, b;, i = 1,...,k. Then note that the sum,

¥+ 2= (a1 + b)) + (ag + ba)Vs + - - - + (ag + bg) Vg,
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is a linear combination of the elements of S. That is, ¥ + 2" is contained in
Span(S), and Span(S) is closed under vector addition. Similarly, if ¢ is any
scalar, then the scalar product

cy = ca Uy + casy + - - - + cag Uy,

is also a linear combination of the elements of S. Thus Span(\S) is also closed
under scalar multiplication. We conclude that Span(.S) is a subspace of R",
which completes the proof. n

This provides us with an alternative approach to investigating whether
a given subset is in fact a subspace. If we can find a spanning set for a
given subset of R™, Theorem 4.2.2 says we can conclude that our subset is a
subspace.

Example 4.2.3. Show that the set Q = {(0,a,b,a +b) € R*|a,b € R} is a
subspace of R*.

We can generate a spanning set by starting with a representative element
of the set () and decomposing it as a linear combination of fixed vectors with
parameter coefficients—by fixed vectors, we mean vectors whose entries are
specific numbers, not variables or parameters. Fortunately, there is a simple,
intuitive approach. We can simply think of factoring a vector according to
the values that can vary, in this example, a and b. Note that for an arbitrary
element of @),

(0,a,b,a+b) =(0,a,0,a) + (0,0,b,b) = a(0,1,0,1) + (0,0, 1, 1).

So the elements of Q are linear combinations of the pair (0,1,0,1) and
(0,0,1,1), that is

@) = Span{(0,1,0,1),(0,0,1,1)}.
By Theorem 4.2.2 we conclude that Q is a subspace of R*.
Exercise 4.2.2. Find a spanning set for each subspace of R".
e Q=1{(0,a) € R?*|a € R}
o P={{a,a,b) € R*|a,b € R}
o T'={(a,b,c,a+b+c) € R*|a,b,c € R}
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4.2.1 The Fundamental Subspaces of a Matrix

In Section 3.3, we associated two sets of vectors with an m X n matrix A.
These were the row vectors {Row(A), ..., Row,,(A4)}, which are vectors in
R", and the column vectors {Col;(A),...,Col,(A)}, which are vectors in
R™. This provides us with two subspaces, one of R™ and one of R™, that we
can associated with a given matrix.

Definition 4.2.2. Let A be an m x n matriz. The subspace of R™ spanned
by the row vectors of A, denoted

RS(A) = Span{Row;(A),...,Row,,(A)},
is called the row space of A.

Definition 4.2.3. Let A be an m x n matriz. The subspace of R™ spanned
by the column vectors of A, denoted

CS(A) = Span{Col;(A),...,Col,(A)},
is called the column space of A.

The connection between RS(A) and systems of equations or R in general
is not obvious at present. But thinking back to the introduction of this
chapter, we see that the column space of a matrix is of immediate interest
when considering systems of linear equations. Now we can say that a product
AZ for ¥ in R™ is an element of CS(A). So CS(A) is the set of all ¢ in R"
such that the system AZ = g is consistent.

0o 3 1

4 7 5 ‘ .
Example 4.2.4. Let A = 9 _5 _3 Identify a spanning set for

5 —4 2

RS(A) and a spanning set for CS(A).

We can simply apply the definitions since the spanning sets can be the
row vector or the column vectors, as appropriate. A spanning set for RS(A)
18

{(0,3,1),(4,7,5),(—2,—5,-3), (5, —4,2)}.
A spanning set for CS(A) is

{(0,4,-2,5),(3,7, =5, —4), (1,5, -3,2)}.
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It’s worth noting that the vectors in the spanning set for RS(A) are elements
of R3, whereas the vectors in the spanning set for CS(A) are elements of R,

Exercise 4.2.3. Consider the set of vectors
T ={(1,0,1,1),(—2,3,0,8),(4,4,5,2) }.
1. Find a matriz A having row space RS(A) = Span(T).

2. Find a matriz A having columns space CS(A) = Span(T).

The row space and column spaces are two of four subspaces associated
with a matrix. Taken together these are usually referred to as fundamental
subspaces of the matrix. A third can be defined by consideration of the
homogeneous system AZ = (,,. We will call the set of all solutions of this
homogeneous equation the null space of the matrix A.

Definition 4.2.4. Let A be an m x n matriz. The null space of A, denoted
N (A), is the set of all solutions of the homogeneous equation AT = 0,,. That
18,
N(A) = {7 € R"| A7 = 0,,}.
Unlike the row and column spaces, the null space is not defined in terms

of a spanning set. Nevertheless, the null space of a matrix is a subspace of
R".
Theorem 4.2.3. If A is an m x n matriz, then N'(A) is a subspace of R".
Proof. That N'(A) is a subset of R" follows from the definition of the product
AZ. We can prove Theorem 4.2.3 by demonstrating that A(A) satisfies
the properties of a subspace. First, the equation always permits the trivial
solution, hence 0,, € N(A) so that A(A) is nonempty. Next, suppose @ and
U are any elements of AN'(A)—meaning Ad = 0,, and A7 = 0,,, and let ¢ be
any scalar. Using the distributive property of the matrix-vector product
A( 4 0) = Al + AT = 0, + O, = 0, e, T+ 7 € N(A),
and using the fact that we can factor scalars

A(ctl) = cAll = 0, = O, 1€, ci € N(A).

Thus N (A) is closed under vector addition and scalar multiplication. This
establishes that N(A) is a subspace of R" completing the proof of Theo-
rem 4.2.3. [l
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3 3 3
Example 4.2.5. Let A= | —1 —2 1 |. Find a spanning set for N'(A).
-5 —6 -3

We need to find a representation for solutions to the homogeneous equa-
tion AT = 03. We can use row reduction on [A | 03}.

3 3 3]0 10 3]0
~1 -2 1o L Jo1 -2]0
5 —6 —3|0 00 00

From the rref, we see that a solution & = (1, x9, x3) will have
r1 = —3x3, Ty =2x3, and x31s free

This means that any solution can be written as & = (—3xs, 23, x3) for some
real number x3. To find a spanning set, we can decompose such a vector
(using the same process we used in Example 4.2.3 and Ezercise 4.2.2) to
write it as a linear combination

T = <—3ZL’3, 2$3, {E3> = l‘3<—3, 2, 1>
So a spanning set for N'(A) is the single element set {(—3,2,1)}.

Exercise 4.2.4. Find a spanning set for the null space N'(A) where

0o 3 1
4 7 5
A= -2 =5 =3
5 —4 2

Note that RS(A) and N(A) are both subspaces of R™ whereas CS(A) is
a subspace of R™. An interesting interpretation of RS(A) stems from the
observation that if @ is any vector in RS(A) and Z is any vector in N (A),
then it is necessarily the case that

u-z=0.

To see that this is true, we recall from Section 3.5 that one of the interpre-
tations of the product AZ is as the vector of dot products of the rows of A
with Z,

AZ = (Rowy(A) - Z, Rowy(A) - Z, ..., Row,, (A) - ©) .
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Hence, if Z is in N(A), each entry in AZ must be zero—meaning each
Row;(A) - & = 0. If we take any element of RS(A), say w, then we can
write this vector as a linear combination of the rows of A,

6 = ¢y Rowy(A) + ca Rowg(A) + - - - + ¢, Row,,, (A4),

for some set of weights, ¢i,...,¢,. Let Z be any element of N/(A). We can
form the dot product Z - «, and using the algebraic properties of the dot
product, we get

r-u = - (cl Rowi(A) 4+ ca Rowa(A) + -+ + ¢ Rowm(A)>
a7 - Rowy(A) + o - Rowa(A) + - -+ 4+ ¢, @ - Row,, (A)
= 01(0)+02(0)++Cm(0)
= 0.

We conclude that every vector in RS(A) is orthogonal to every vector in
N(A). Due to this property, that every vector in one set is orthogonal to
every vector in the other set, we refer to these as orthogonal complements.
That is, for any matrix A, RS(A) is the orthogonal complement of N (A)—
and vice versa. In fact, the fourth fundamental subspace associated with a
matrix A is the orthogonal complement of the column space.

Recall that in Section 3.4, we defined the transpose of an m x n matrix
A to be the n x m matrix AT such that

Row;(A”) = Col;(A), for i=1,... n.
Similarly,
Col;(A") = Row;(A), for i=1,...,m.

Since the rows and columns of A and AT are swapped, we can immediately
see that

RS(AT) =CS(A), and CS(A") =RS(A).

The fourth fundamental subspace associated with a matrix A, the orthogonal
complement of its column space, is the null space of AT, N(AT). We can
think of N'(AT) as being defined by

N(ATY ={Z € R™|Z-§ =0, for every§ € CS(A)}. (4.4)
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This definition highlights its property of being the orthogonal complement
of CS(A). Or, we can define N'(AT) by

N(AT) = {:E c R | AT7 = Gn} , (4.5)

highlighting its relationship to a specific homogeneous equation. Of course,
the sets defined in equations (4.4) and (4.5) are the same set, and like CS(A),
N (AT) is a subspace of R™.

3 3 3
Example 4.2.6. Let A= | =1 =2 1 |. Find a spanning set for the
-5 —6 -3

orthogonal complement of CS(A).

We know that the orthogonal complement of CS(A) is the null space of
AT ie. N(AT). So we can restate the problem as finding a spanning set for
N (AT), which in turn means we need to find a representation for solutions of

the homogeneous equation AT% = 0s. Using row reduction on the augmented
matriz [AT | 0s].

3 -1 —5]0 10 —4/3]0
3 -2 —6|0 rref 0 1 110
3 1 -3]0 00 010

We see that a solution T = (x1, 29, 15) of ATE = 05 will have entries

4 .
T = 5:1:3, Ty = —x3, with x3 free.

Decomposing such a vector,

2= (4 1o
T=(-wg,—x3,23 ) =w3( =, — :
3 3 3,43 3 37 ;

A spanning set for the orthogonal complement of CS(A) (a.k.a. N'(AT)) is

()
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Example 4.2.7. Find a spanning set for each of the four fundamental sub-
spaces of the matrix
1 -2 5 4
A= { 2 —4 1 -1 } '

For the row and columns spaces, we can simply use the row and column

vectors, respectively. That is,
RS(A) = Span{(1,—-2,5,4),(2,—4,1,—-1)}, and
CS<A) = Span{<17 2>> <_27 _4>7 <57 1>> <47 _1>}

For the two null spaces, we will have to consider homogeneous equations and
do row reduction. To characterize N'(A), we row reduce [A|0s].

1 =2 5 410 rref 1 =2 0 —-11]0
2 41 —-1]0 0O 01 110

A solution T to AZ = 0 will have entries
r1 =20+ 14, 3= —x4, with xe,x4 free.
Hence
T = (209 + T4, o, — X4, T4) = 12(2,1,0,0) + 24(1,0,—1,1).
A spanning set for N(A) is
N(A) = Span {(2,1,0,0), (1,0,—1,1)}.

Playing a similar game to find a spanning set for N(AT), we set up and
reduce [AT | 04]

1 20 1 0]0
-2 410 rref 0 1]0
5 110 0 0]0
4 =110 0 0]0

then x1 = x9 = 0. That is,

ot
N(AT) = {{0,0)}.
We can write N'(AT) = Span{(0,0)}.

We see that if ¥ = (x1,x9) is in N(A
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Exercise 4.2.5. For each matriz A, find a spanning set for each of the four
fundamental subspaces of A.

2

NCRFSCIN O
|
[S—

A - w o

0
3
0

0 11 ]

—_
w
—_

4 8 -3 1]
3. A= -2 —4 5 —11
36 1 -9

4.3 Bases

We can think of a spanning set as a set of building blocks that, when com-
bined with the operations of vector addition and scalar multiplication, can
be used to generate an entire subspace. But not all spanning sets are created
equally. Consider the vector space R?. In Example 1.3.3, we saw that the set
{(1,0),(0,1)} is a spanning set for R%. In some sense, it seems like an obvious
choice of a spanning set, but it’s certainly not the only one. For example, we
also saw that R? = Span{(1,1),(1,—1)} and R?* = Span{(2,1),(1,2)} (see
Exercise 8 at the end of Chapter 1). Similarly,

(1, 29) = (21 — 22+ 1){(1,0) + (22 — 1)(1,1) + (0, 1),

so we also have R? = Span{(1,0),(1,1),(0,1)}. At the same time, the set
{(1,0)} does not span R? since every linear combination of (1,0) will nec-
essarily have second component zero. While it’s not possible to talk about
the (i.e., a unique) spanning set for a given subspace of R", we can ask
whether there is a minimum amount of information (number of vectors)
necessary to construct all of the vectors in a subspace. We can also ask
whether a given spanning set includes superfluous information—such as the

set {(1,0), (1,1),(0,1)} whose proper subset {(1,0), (0,1)} spans R?.
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Example 4.3.1. Suppose iy, us and uz are vectors in R" with
173 - ﬁl + 3?72
Show that Span{uy, Uy, i3} = Span{u;, is}.

First, we will note that if ¥ is any vector in Span{uy, Uz}, then there are
scalars ¢y and co such that

T = Clﬁl + 021_1:2.

This is equivalent to
T = Clﬁl + CQ’JQ + Oﬁg,

so T is necessarily in Span{iy, iy, is}. We need to show that every vec-
tor in Span{wy, Uy, Uz} is in Span{iy,ts}. To that end, suppose T is in
Span{ i, Uy, U3}, so that

T = Clﬁl + Cgﬁz + 0363,

for some scalars c1, co and c3. Since Uz = uy + 3y, we an rearrange the above
to get

T = Clﬁl + Cgﬁg + Cg(ﬁl + 31_1:2) = (Cl + 03)2_[1 + (CQ + 303)17;2.

That is, I is a linear combination of the pair u; and iy, and we can conclude
that Span{uy, Uy, U3} = Span{u;, s }.

Example 4.3.1 illustrates that if a spanning set is linearly dependent
(which is the case since 3 is a linear combination of @; and ), we may
be able to discard one or more elements without losing part of the subspace
generated by the set. To generate a given subspace, we require the vectors
in a set to span the subspace. Linear independence is the key property that
is needed to ensure that a spanning set does not include superfluous infor-
mation. A minimal spanning set is called a basis. We have the following
definition.

Definition 4.3.1. Let S be a subspace of R™, and let B = {51, o ,l;k} be a
subset of vectors in S. B is a basis of S provided

e B spans S, and
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e BB is linearly independent.

So a basis is a linearly independent spanning set. A basis B contains
all of the information needed to construct every vector in a subspace, and a
basis is minimal in the sense that the subspace is not spanned by any proper
subset of B.

Example 4.3.2. The column vectors of the nxn identity matriz form a basis
for R"™. Recall that we used the notation €; to denote such a vector having 1
in the i’ position and zero everywhere else. The set £ = {€1,€,,...,E} of
standard unit vectors in R™ s called the standard basis or the elementary
basis of R™. Note that any vector ¥ = (x1,,...,x,) can be expressed as a
linear combination in the rather obvious way,

T =T1€1 + To€y + -+ - + Tp€y,

so € spans R"™. Moreover, as the columns of the n x n identity matriz (which
is its own inverse), we know that the set € is linearly independent.

Example 4.3.3. Show that the set B = {(2,1),(1,2)} is a basis of R%.

First, we note that in Ezercise 8 at the end of Chapter 1, we showed that
this set spans* R?. So to conclude that B is a basis, we have to show that the
set {(2,1),(1,2)} is linearly independent. There are various approaches we
can use. Let’s define a matriz B having the vectors as columns and consider
the homogeneous equation BxX = 0s. Using row reduction, note that

2 1107 ey [L0O]O
120 0 1|0

We see that B has two pivot columns so that there are no nontrivial solutions
to B = 0o. Applying Theorem 4.1.1, it follows that the set B is linearly
independent. Hence B is a basis for R2.

4To refresh our memories,

(1, 25) = (2x23—m1) 1,2) + (29@13—x2) 2.1).
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Example 4.3.4. Determine whether the set
S ={(1,0,0),(0,1,0),(0,0,2),(1,1,1)}
is a basis for R3.

We can easily write any vector (x1,za,x3) as a linear combination of the
vectors 8. Note for example that

(21, 9, 73) = 21(1,0,0) + 22(0,1,0) + %(0, 0,2).

So S certainly spans R®. However, the set S contains four elements, each
with three entries. By Theorem 4.1.2, S is linearly dependent. Hence, it is
not a basis for R3.

Exercise 4.3.1. Suppose S is a subspace of R" for some n > 2, and let
B = {by,...,bx} be a basis for S. Explain why the number of vectors, k, in
the basis B must be less than or equal to n.

Example 4.3.5. Find a basis for the subspace Q = {(0,a,b,a+b) € R*|a,b €
R} of R*.

In Ezxample 4.2.3, we decomposed an arbitrary element of Q to find a
spanning set. The process that we used there has the added benefit of pro-
ducing a spanning set that is actually a basis. We wrote an element of ()
as

(0,a,b,a+b) = (0,a,0,a) + (0,0,b,b) = a(0,1,0,1) + 5(0,0,1,1),

giving us the spanning set {(0,1,0,1),(0,0,1,1)}. Each of these vectors has
some entry in which one vector has a 1 where the other has a zero. The
second entry of (0,1,0,1) is 1 and the third is 0, where as the second entry of
(0,0,1,1) is 0 and the third entry is 1. This guarantees linear independence.
Note that

c1(0,1,0,1) 4+ ¢2(0,0,1,1) = (0,0,0,0) = (0,¢1,¢2,¢1 + ¢2) = (0,0,0,0).
In particular, the second and third entries give

i = 0

Cy = 0°
This shows that the set {(0,1,0,1),(0,0,1,1)} is linearly independent, and
hence is a basis for Q).
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Exercise 4.3.2. Find a basis for each subspace of R". You may wish to start
with the spanning sets you found for these same subspaces in Ezxercise 4.2.2,
but you should demonstrate that the set you claim is a basis is both a spanning
set and s linearly independent.

e Q=1{(0,a) € R*|a € R}
e P={(a,a,b) € R*|a,b € R}
o T'={{a,b,c,a+b+c) € R*|a,b,c€ R}

Example 4.3.6. Find a basis for the null space, N'(A), of the matriz

1 3 -1 5
A= -1 1 -3 3
2 -2 6 —6

We recall that N'(A) is set of all solutions of the homogeneous equation
A7 = 03. Since A has size 3x 4, N (A) will be a subspace of R*. Fortunately,
the process we’ve used to find a spanning set for N(A) will automatically
generate a basis. To see this, let’s first solve the homogeneous equation by
using row reduction on [A | 63} We have

1 3 -1 5]0 10 2 —1]0
1 1 =3 3]0 rref 01 -1 20
2 -2 6 —6]0 00 0 0]0

Now, we can see that a solution T = (x1, T2, x3,x4) will have two basic vari-
ables, x1 and xo, and two free variables, x3 and x4. We can write the solution

r1 = —2s4+1t
To = S§—2

T3 = S ’
Ty = t

where —oo < s,t < 00. So a representative solution will be a vector of the
form

= (—2s+t,s—2ts,t).
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As we’ve done before, we can decompose this vector as a linear combination
by factoring out the parameters s and t.

¥ = (—2s+1t,s—2ts,t)
= (—2s,8,5,0) + (t, —2t,0,t)
$(—2,1,1,0) +¢(1,-2,0,1)
So an element T of N'(A) will be a linear combination of the vectors (—2,1,1,0)
and (1,—2,0,1). If we focus on the third and fourth entries—because the free

variables were x3 and x4, we’ll see that the pair of vectors {(—2,1,1,0),(1,—-2,0,1)}
is necessarily linearly independent! If we set up the linear combination

C1<—2, 1, 1, 0> + CQ(l, —2, 0, 1> = <0, 0, 0, O>,

the third entry gives ¢, = 0 and the fourth entry gives co = 0, confirming
the linear independence. If we obtain a spanning set for a null space by
decomposing solutions in this fashion (separating out the free variables), we’re
guaranteed to produce a basis! Our solution, a basis for N(A), is the set

{(-=2,1,1,0),(1,-2,0,1)}.

Exercise 4.3.3. Find a basis for N'(A) and for N(AT) for each matriz A.

1 301
1.A=12 6 0 2
(391 2
[ 2 3 1
2. A=| -3 5 8
42 -2

4.3.1 Coordinate Vectors

A defining characteristic of a basis, as opposed to a spanning set, is that
if B is a basis for a subspace S of R", and ¥ is any element of S, then
there is exactly one representation of # (i.e., exactly one set of coefficients)
as a linear combination of the basis elements. To demonstrate this, suppose
B = {51, ey l;k} is an ordered® basis for some subspace S and suppose an

5By ordered, we simply mean that we have assigned an order to the vectors in the set
and have numbered the vectors accordingly.
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element & of S' can be written in two, potentially different, ways:

T = a151+a252~|—---+ak5k
c1by + eaby + -+ by

—~
N
S~—

81
I

—

If we subtract line (4.7) from (4.6), on the left side, we'll get ¥ — & = 0,,.
Combining like terms on the right, we get

— -

0, = (a1 — 01)51 + (a2 — 02)52 + o (ag — cp)br

But B is a basis, so it is linearly independent, meaning that the only solution
of this homogeneous equation is the trivial solution,

a —Cc1 = 0
a9 — Cy = 0
ar—c, = 0
That is, the coefficients are actually the same, a; = ¢; for each ¢ = 1,... k.

So, once an ordered basis is specified for some subspace of R" (including
R™ itself), any element of the subspace can be uniquely identified with the
coefficients for its representation as a linear combination of the basis elements.

Remark 4.3.1. In Ezample 1.1.1, we saw that Span{é}}, where & = (1,0)
in R?, could be equated with the horizontal axis. It is easy to show that B =
{e1} is a basis for this subspace of R*. Early in Section 4.2, we mentioned
that this subset (which is a subspace) somehow has a similar structure to R'.
Note that given any vector in Span{é}}, we can associate it in a unique way
with its coefficient. For example, we can equate the real number 2 with the
vector (2,0), the real number m with the vector (m,0), or more generally, the
real number ¢ with the vector (c,0). This is the sense in which B = {é;}
has the same structure as R'. As long as we know that our context is the
basis B = {€1}, we can represent each element in the subspace with a single
element of R.

Since the coefficients are uniquely determined once we’ve specified a basis
for a subspace of R™, we can work with the set of coefficients. In fact, these
coefficients can be used to create a new set of k-tuples that define the elements
of our subspace. We call these coordinate vectors.
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Definition 4.3.2. Let S be a subspace of R" and B = {l;l,...,gk} be an
ordered basis of S. For each element ¥ in S, the coordinate vector for ¥
relative to the basis B is denoted [Z]z and is defined to be

[f]B = <Cla627 s ack>7

where the entries are the coefficients of the representation of ¥ as a linear
combination of the basis elements. That is, the ¢’s are the coefficients in the
equation . . .

T = Clbl + CQbQ + -+ Ckbk.

Example 4.3.7. For the subspace X = Span{é,} of R* with basis B = {é,},
the coordinate vectors are real numbers. For example,

[(2,0)] =2, [(m,0)]z=m, and [{(c,0)]z=c.

We can write elements of R' using brackets, i.e., (c), though it is not cus-
tomary to do so.

Example 4.3.8. Consider the basis B = {(2,1),(1,2)}F of R* (we showed
in Ezercise 4.3.3 that this is a basis).

1. Pind [@)s if ¥ = (2,1)

To find each coordinate vector, we can translate the problem into an equa-
tion which we can solve. Some of these can be done with little effort. For 1.,
note that we seek

[(2, D5 = {1, ¢2)

where
<27 1) = Cl<27 1> + CQ<17 2>

By observation, we have ¢y =1 and co = 0. So

[(2, V)]s = (1,0).
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A similar argument can be applied to 2. to arrive at

For 3., we can consider the equation
(0,0) = c1(2,1) + 2(1, 2).

Since the basis elements are linearly independent, we must have

Exercise 4. will require a bit more effort, but we can start with the equation
(1,0) = c1(2,1) + 2(1, 2).

We can rephrase the problem in terms of a matriz-vector equation B¢ = ¥,
and our coordinate vector [¥]g will be the solution ¢. The matriz B will have
columns (2,1) and (1,2) (in this order). Setting up an augmented matric
and using row reduction,

sa=[2 3] = [32]28)

(1.0 =(3.-3)-

We can readily verify that this is correct,

It follows that

2 1
SN 502 = (3-55-5) =0

Exercise 5. is a bit different. Here, we are given the coefficients, ¢; = 3 and
co = 1, we simply need to find the linear combination of our basis vectors.

F=3(2,1) + 1(1,2) = (3(2) + 1,3(1) + 2) = (7,5).

Exercise 5. in Example 4.3.8 above illustrates that a vector Z in some
subspace S of R™ can be realized as a matrix-vector product, where the vector
is the coordinate vector, and the matrix has the basis elements for columns.
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That is, if we form a matrix B whose columns are the basis elements (in the
order given), then

7 = B[i]g.

The basis in Example 4.3.8 would give us the matrix
2 1
so[21]

So we could determine the vector & in part 5 of Example 4.3.8 by evaluating
the matrix-vector product

f:BmB:[f;}gﬂyzwﬁy

If B is a square matrix, we can also find coordinate vectors using the rela-
tionship

[f]B =Bz

(Can you explain how we would know that such a square matrix B would be
invertible?) In general, however, the matrix formed from the basis elements

need not be square. If S is a subspace of R™ with basis B = {51, e ,gk},
then the matrix B defined by

Coly(B) = b;
will have size n x k.
Exercise 4.3.4. Consider the basis B = {(1,1),(1,—1)} of R
1. Find [¥]p of ¥ = (1,1)
2. Find [f)g if T = (1, —1)
3. Find [#]s if ¥ = (0,0)
4. Find [#g if T = (2,3)

5. Find T if [f]p = (—1,4)
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Example 4.3.9. Consider the vectors €, = (1,0,0,0) and €5 = (0,0, 1,0)
in R*. Let B = {é),¢e3} be an ordered basis for the subspace P = Span{B}.
Describe the coordinate vectors for elements of P.

If ¥ is in P, then & = (1,0, z3,0) for some real numbers xy and x3. The
coordinate vector for T relative to B will be

[f][g = <I1, (L’3>.

We note that the coordinate vectors will be vectors in R?. In fact, given any
vector, say § = (y1,y2) in R, the vector T = (y1,0,92,0) will be an element
of P (since it can be written as y,€1+ys€3 in R*). So the set of all coordinate
vectors of P relative to the basis B is actually all of R?.

Exercise 4.3.5. For the subspace P in Example 4.3.9, construct the matrix
B whose columns are the basis elements in the order given. For each coor-
dinate vector [T]g in R?, find the element T in P by using the matriz-vector
product ¥ = B|Z]p.

1. [#]p=(1,1)
2. [T]p = (-3,5)
3. % = (x1, x2)

Remark 4.3.2. The observation in Fxample 4.5.9, that the collection of
coordinate vectors for the subspace P of R* is the space R*, has a name. We
say that P is isomorphic to R?. Similarly, from Ezample 4.3.7, we can say
that X is isomorphic to R*.

Exercise 4.3.6. Consider the vectors l;l, 52, and 53 in R® given by

—

by = (1,0,0,0,0), by =(1,1,0,0,0), and bs=(1,1,1,0,0).

Let B = {51,52,53} be the ordered basis for the subspace S = Span(B) of

—

R®. Verify that the coordinate vectors, [b;|s, of the basis elements are the
standard unit vectors in R®. That is, show that

[b1]s = (1,0,0), [bs]s = (0,1,0), and [bs]s = (0,0,1).
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Exercise 4.3.7. Suppose n > 2 and 1 < k <n. Let B = {51, e ,l;k} be an
ordered basis of the subspace S = Span(B) of R™. Explain why [bi|g = & for
each i = 1,..., k. That is, explain why the coordinate vectors for the basis
elements are the standard unit vectors in RF.

Hint: don’t worry about a bunch of computations, just consider the equa-
tion

— —

bi:Clbl+"‘+cigi+“‘+ckgk.

4.3.2 Dimension

We are ready to define the dimension of R™ or more generally the dimension
of a subspace of R". Fortunately, the definition of dimension in this context
will align with our intuition—i.e., that R? should be two dimensional, R3
should be three dimensional, and so forth. But we need a rigorous and
unambiguous criterion upon which to base the definition of dimension. This
will come from bases.

Theorem 4.3.1. Letn > 2 and 1 < k < n. Suppose S is a subspace of R"
and B = {by,...,bx} is a basis of S. Then every basis of S consists of exactly
k wvectors.

To prove Theorem 4.3.1, we first establish the following lemma.

Lemma 4.3.1. Suppose S is a subspace of R" and B = {l;l, o ,l;k} is an
ordered basis of S. If T = {Uy, Vs, ..., Uy} is any set of m vectors in S where
m >k, then T s linearly dependent.

Proof. We will use coordinate vectors to prove Lemma 4.3.1. First, note
that since B consists of k vectors, coordinate vectors with respect to B will
be vectors in R¥. Let A be the k xm matrix whose columns are the coordinate
vectors of the elements of T with respect to the basis B,

Coli(A) = [i)]s, i=1,....m.

Now, A has m columns, each of which is a vector in R*, and m > k. By
Theorem 4.1.2, the columns of A are linearly dependent. So applying The-
orem 4.1.1, the homogeneous equation A¥ = 0 has a nontrivial solution,
¥ = (x1,29,...,%,). Hence we have a linear dependence relation,

—

(V1] + x2|Us]g + -+ - + T [Un]s = O (4.8)
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with at least one z; # 0, for the coordinate vectors in R*. We can use
equation (4.8) to obtain a linear dependence relation on the vectors in 7. To
this end, we create the n x k matrix B whose columns are the basis elements
in B,

Coly(B)=b;, i=1,... k.

By the definition of coordinate vectors,
U; = B[vj]p for each ; € T.

We multiply both sides of equation (4.8) by the matrix B and make use of
the distributive property to obtain

B(xl[ﬁl]lg v omlds + e o+ xm[ﬁm]3> — B0,
©1Bliy)s + w:Blias + -+ + amBlins = 0O, (4.9)
Ilﬁl =+ §U2’172 + e+ xmﬁm = n

Equation (4.9) is a linear dependence relation, and we conclude that T is
linearly dependent. ]

We can now prove prove Theorem 4.3.1.

Proof. (of Theorem 4.3.1) Suppose a subspace S of R™ has two bases B =
{l;l, o ,gk} and C = {d,..., ¢} consisting of k£ and ¢ vectors, respectively.
By Lemma 4.3.1, as C must be linearly independent, we have ¢ < k. Similarly,
the linear independence of B requires k£ < /. Hence it must be that £ = ¢,
and we conclude that every basis of a subspace S of R" must contain the
same number of elements. ]

We are ready to define dimension.

Definition 4.3.3. Let S be a subspace of R". If S = {0,}, then the di-
mension of S, written dim(S) is equal to zero. If S contains more than the
zero vector, then the dimension of S, dim(S) = k, where k is the number of
elements in any basis of S.

The subset of R™ containing only the zero vector is a subspace of R™ (see
Exercise 2). This subspace does not have a basis, so we assign its dimension
to be zero. Otherwise, we have established that every basis for a given
subspace must contain the same number of basis vectors. So the dimension
is well defined. As we expected, the dimension of R" is n.
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Example 4.3.10. Show that for any n > 2, dim(R") = n.

For any n > 2 we can take the standard basis for R" consisting of the n
vectors €;, having a 1 in the i'" entry and zero in all other entries. Since this
set consists of n vectors, dim(R"™) = n.

Example 4.3.11. Find the dimension of the null space of the matrix

1 3 -1 5
A= -1 1 -3 3
2 =2 6 —6

from Ezample 4.5.6.

In Example 4.3.6, we found the basis {(—2,1,1,0),(1,—2,0,1)} for N'(A).
Since this basis contains two vectors, we conclude that

dim(N(A)) = 2.

Exercise 4.3.8. Find the dimension of the null space of the matrix

125 3 3
10 3 -1 -3
A= 111 0 —1
111 4 7

1 -1 11
2 0 11
B=]5 3 11
3 -1 0 4
3 -3 -1 7

4.3.3 Basis as a Subset of a Spanning Set

We are trying to make our way to a profound result in linear algebra called
the Fundamental Theorem of Linear Algebra. (If they call it “fundamental,”
it must be important, right?) This theorem is actually a collection of related
results that in part connects the dimensions of the fundamental subspaces of
a matrix. Right now, we have a reliable process for characterizing the null
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space of a given matrix, either as the space {6n} or having some basis that
we can find. However, we don’t yet have a method to find a basis for the
row or column spaces of a matrix. For example, given an m x n matrix, A,
we can take the set of row vectors as a spanning set for RS(A) (similarly
the column vectors are a spanning set for CS(A)). But such a set is not
necessarily a basis, since the row vectors need not be linearly independent.
We can ask, if we're given a spanning set that is not linearly independent, is
there a reliable way to cull the set so that we (1) span the same subspace,
and (2) obtain a linearly independent spanning set? We begin by proving
the following result that says that we can cull a linearly dependent set (in
specific ways) without changing the subspace it spans.

Lemma 4.3.2. Let T = {iy, ..., U} be a set of k vectors in R™, with k > 2,
and let S = Span(T'). If one of the vectors, say u; in T, is a linear combina-
tion of the other vectors in T', then the set obtained from T by removing u;
spans S.

We might recognize the general idea stated in this Lemma from Exam-
ple 4.3.1. In that example, we showed that the span remained the same

when we removed a vector from a linearly dependent set. Here, we prove
Lemma 4.3.2.

Proof. Suppose one of the vectors in T is a linear combination of the other
vectors in T,

U = Uy + -+ + G 1Uj—1 + Cip1Uip1 + -+ + CpUk, (4.10)

and let 7' be the subset of T' obtained by removing @;. Since 7' C T, any

A

vector 7 in Span(7’) will be a linear combination of vectors in 7. Hence
Span(7T') C Span(T"). So suppose & is in Span(7’). Then we can write & as a
linear combination of the vectors in T,

T = alﬁl + -+ Giflﬁifl + Clﬂji -+ azi+1’&:i+1 + -4 akﬁk. (411)

Now, we can replace 4; in equation (4.11) with the right hand side of equa-
tion (4.10) and collect terms to obtain

T= (a1 +aic)iy + oo+ (@1 + aiciq)tiog +
+ (@1 + @iCip1) U1 + - + (ar + aiep)ty. (4.12)

Hence & is a linear combination of the vectors in T so that Span(T) C
Span(7'). It follows that Span(7') = Span(T"), and the proof is complete. [
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Now, we show that a basis can be obtained from a spanning set.

Lemma 4.3.3. Let T = {uy,...,ux} be a set of vectors in R" and S =
Span(T'). If T contains at least one nonzero vector, then there exists a subset
of T' that is a basis for S.

Proof. If T contains at least one nonzero vector, then S contains nonzero
vectors and hence has a basis. If T is linearly independent, then T is a
basis, and we are done. Otherwise, we can apply Lemma 4.3.2, repeating as
necessary, to remove vectors until we are left with a linearly independent set.
This will be a basis for S. O

The Lemmas 4.3.2 and 4.3.3 tell us that we can obtain a basis from a
spanning set that is not linearly independent. In particular, they say that
we can remove vectors that are known to be linear combinations of the other
vectors. If our goal is to find a basis, say for the column and row spaces of
a matrix, this is encouraging because we have spanning sets. Unfortunately,
these Lemmas don’t give us any practical advice on how to do this. With two
or three vectors, we might be able to find linear dependence relationships by
just looking closely at the entries, but what if we're dealing with a 20 x 30
matrix? It’s too much to ask that we can just see linear dependence relations.
Well, maybe it’s not always too much to ask. If a matrix has a particularly
nice structure, as Example 4.3.12 illustrates, it may be possible to identify
linear dependence relationships by simple observation.

Example 4.3.12. For the rref matriz A in equation (4.13), find a basis for
CS(A).

1 -1 00 20 0
0 010 =30 1
A=|10 001 5 0 —4 (4.13)
o o000 01 7
0O 000 OO0 O

The matriz A has four pivot columns, the first, third, fourth and sizth.
The set of pivot columns, {Col;(A), Col3(A), Coly(A),Colg(A)} is obviously
linearly independent—since each has a 1 in a position where all the others
have zero. Since these pivot columns are standard unit vectors, we can im-
mediately see how the non-pivot columns depend on the pivot columns. By
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observation, we see that

Coly(A) = —Coly(A), (4.14)
Col5(A) = 2Col1(A) —3Col3(A) +5Coly(A), and (4.15)
Col;(A) = Col3(A) —4Coly(A) + 7Colg(A). (4.16)

Note that the coefficients of the pivot columns in equations (4.14)-(4.16) are
simply the entries in the corresponding non-pivot columns—e.g., the coeffi-
cients in equation (4.15) are the numbers 2, —3 and 5 from that 5" column.
We start with a spanning set that contains all of the columns,

CS(A) = Span{Col;(A), Coly(A), Colz(A), Coly(A), Col;(A), Colg(A), Col7(A)},

and noting the linear dependence demonstrated in equations (4.14)—(4.16),
we apply Lemma 4.11 three times to remove Coly(A), Cols(A), and Col;(A).
We are left with a basis

Basis for CS(A) = {Col;(A), Cols(A), Coly(A), Colg(A)}
— {(1,0,0,0,0),(0,1,0,0,0), (0,0,1,0,0), (0,0,0,0, 1)} .

The critical conclusion in Example 4.3.12 is that the set of pivot columns
constitute a basis for CS(A). Of course, the pivot columns in any rref are
standard unit vectors, so the procedure we used in this example applies to
any rref. We can even make the following generalization:

Remark 4.3.3. If A is a nonzero matriz that is an rref, then the pivot
columns of A form a basis for CS(A).

Remark 4.3.3 smells like a theorem—it could be stated as a theorem—and
it’s easy to argue that it is true. But it is very restrictive. We want to be able
to find a basis for the column space of a matrix without confining ourselves
to rrefs. In fact, given any set of vectors in R™, we can always use them
to define a matrix (using the vectors as columns). So, if we have a method
for finding the basis of a column space, we will have a method for finding a
basis of any set of vectors. Remarkably (pun intended), the conclusion of
Remark 4.3.3 is true even if we drop the condition that A is an rref. This
will be the main result of the next section.

Exercise 4.3.10. Consider the matriz H.

1 -2 00 3
0 010 —4
H= 0 001 5
0 000 0
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1. Classify each column as a pivot column or a non-pivot column.

2. Express each non-pivot column as a linear combination of one or more
pivot columns.

3. Identify a basis for CS(H).

4.4 Bases for the Column and Row Spaces of
a Matrix

4.4.1 Basis for a Column Space
We begin with the main theorem of this section.

Theorem 4.4.1. Let A be an m X n matriz that is not the zero matrixz. The
pivot columns of A form a basis for CS(A).

Before we prove Theorem 4.4.1, let’s look back at how we solve matrix-
vector equations—or systems of linear equations—using the rref, and the
relationship between basic and free variables.

Example 4.4.1. Consider the matriz-vector equation AX =y where

1 =2 01 8
2 —4 30 —6 L

A= 1 919 3l and §=(2,—1,11,—-2).
3 -6 4 0 —7

We set up the augmented matriz [A ] ;J] and reduced the result to an rref
having the form [rref(A)|Z]

1 =201 8| 2 1 -2 00 3|-2
2 430 —6|-1 rref 0O 010 —4] 1
-1 212 3|11 0 001 5| 4
3 -6 40 —7|-2 0O 000 0] O

From the rref, we can identify the basic and free variables, and deduce an
equation of the form

T COll (A) + X9 COIQ(A) + 23 COlg(A) + x4 C014(A> + x5 COI5(A) = :lj (417)
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For this particular example, we see that x1,x3 and x4 are basic variables, and
xo and s are free. Specifically, a parametric representation of the solution
18

Ty = —2+25s—3t

To = S

ryg = 14+4t , —o00 < s, t<00.
re = 4—5t

Ty = t

Substituting these into equation (4.17), we express ¥ as a linear combination
of the columns of A

(=24 2s — 3t) Col; (A) + s Cola(A) + (1 + 4t) Col3(A) + (4 — 5t) Coly(A) + ¢ Cols(A) = ¢.
(4.18)

We note that this equation is true for all choices of the parameters s and t.
In particular, taking s =t =0, we see that we can write i as

The critical feature of equation (4.19) is that we have expressed the vector
¥/ as a linear combination of the pivot columns alone. That is, since we can
set all free variables to zero (which is legitimate because they are free), we
can exclude the non-pivot columns and still express our solution.

Let’s recall that for an m x n matrix A, one interpretation of the column
space, CS(A), is the set of all ¥ in R™ such that AZ = ¥ is consistent. What
we see in this example can be generalized to argue Theorem 4.4.1.

Proof. (Of Theorem 4.4.1.) Let A be an m X n matrix that is not the zero
matrix. Then CS(A) contains nonzero vectors and hence has a basis. Let
Bpeor be the set of pivot columns of A. Since A is not the zero matrix, By,
is a non-empty subset of the set of column vectors of A, and because B,
contains only the pivot column vectors of A, B,y is linearly independent.
Since Byo is a subset of the set of column vectors of A, Span{B,..;} C CS(A).
Now, let ¢ be any element of CS(A). Then the equation A7 = ¥ is consistent.
Let &y be the solution to this equation for which all free variables (if any)
are set to zero. Since free variables are the coefficients of the non-pivot
columns of A, AZ, is a linear combination of the pivot columns of A. But
A%y = y so that ¢ € Span{B,..}. Hence CS(A) C Span{B,.}. It follows
that CS(A) = Span{B,.. }, and hence By, is a basis for CS(A). O]
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Example 4.4.2. Find a basis for CS(A) for the matriz

0o 3 1
4 7 5
A= -2 =5 =3
5 —4 2

Theorem 4.4.1 says that the set of pivot columns of A is a basis for CS(A).
To identify the pivot columns, we perform row reduction.

0 3 1 10 2/3
47T 5| ey |01 13
—2 -5 -3 00 0
5 -4 2 00 0

From rref(A), we see that the first two columns of A are pivot columns. So
we can take as a basis the set consisting of the first two column vectors of A.
Calling the basis B, we have

B ={(0,4,-2,5),(3,7,—5,—4)} .

Remark 4.4.1. To find a basis for CS(A), we use row reduction in order to
identify which columns of A are pivot columns. We need to remember that
the actual vectors that will be our basis elements are column vectors of A,
not rref(A)! For example, in Example 4.4.2, it would be incorrect to take
the first two columns of rref(A) as a basis for CS(A). This is actually quite
obuvious in this example. Every linear combination of the first two columns of
rref(A) will necessarily have third and fourth entry zero. Even the columns
of A itself have nonzero third and fourth entries!

Exercise 4.4.1. Find a basis for the column space of each matrix.

3 3 3
1. A=| -1 -2 1
-5 —6 -3
13 10 2
22 M=12 2 =2 40
31 =5 81
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4.4.2 Basis for a Row Space

Given that the columns of AT are the rows of A, one method for obtaining a
basis for RS(A), given any nonzero matrix A, is to find a basis for CS(AT).
This is a perfectly legitimate approach. The only possible drawback to using
this in practice is that it requires another row reduction procedure. (Of
course, this is not such an imposition when using technology as most matrix
manipulation software will have a transpose command in addition to row
reduction functions.) It is possible to glean a basis for the row space of a
matrix A from rref(A) without performing row reduction on A”. And this
follows from the nature of row operations and their effect on a spanning set.
In particular, elementary row operations preserve the row space.

Theorem 4.4.2. If A and B are row equivalent matrices, then RS(A) =
RS(B).

We'll recall that two matrices are row equivalent if one can be obtained
from the other by performing some sequence of elementary row operations.
In particular, A and rref(A) are row equivalent. To prove Theorem 4.4.2, we
consider each of the three elementary row operations and their effects on a
span. The first is rather obvious.

Lemma 4.4.1. Let A be an m X n matriz, and let B be the m X n matriz

obtained from A by performing a row swap, R; <+ R; for some ¢ and j in
{1,...,m}. Then RS(A) = RS(B).

Proof. If B is obtained from A by performing a row swap, then the sets of
row vectors,

{Row;(A),...,Row,,(A)} = {Rowy(B),...,Row,,(B)}.
While the labels may be different, the sets contain the same vectors. Hence

Span {Rowy(A),...,Row,,(A)} = Span {Row,(B),...,Row,,(B)}.
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Lemma 4.4.2. Let A be an m X n matriz, and let B be the m X n ma-
trix obtained from A by performing a row scaling, kR; — R; for some i in

{1,...,m}. Then RS(A) = RS(B).

Proof. Let A and B be m x n matrices and suppose B is obtained from A by
scaling the i*" row by the (necessarily nonzero) number k. Let ¥ € RS(A),
then & can be written as a linear combination of the row vectors of A. But
note then that

7 = ¢ Rowi(A)+...+¢;Row;(A) + ...+ ¢ Row,, (A)
= ¢ Rowi(A) + ...+ (%) kRow;(A) + ... + ¢y Row,,, (4)  (4.20)
= ¢ Rowi(B) + ...+ (%) Row;(B) + ... + ¢y Row,, (B),

showing that & can be written as a linear combination of the row vectors of
B, ie., ¥ € RS(B). Equation (4.20) similarly shows that RS(A) C RS(B),
and we can conclude that RS(A) = RS(B). O

Lemma 4.4.3. Let A be an m X n matriz, and let B be the m X n matriz

obtained from A by performing a row replacement, kR; + R; — R, for some
i and j in {1,...,m}. Then RS(A) = RS(B).

Proof. Let A be an m X n matrix, and let B be the m x n matrix obtained
from A by replacing the j** row of A with kR; + R; for some row R; and
scalar k. Let ¥ € RS(A). Then we can write & as a linear combination of
the rows of A. For ease of notation, let R;, = Row;(A) and R;5 = Row;(B).
Note that

11

= aRig+...+cRig+ ... +cjRj, +cmBRma

= Clﬁ1A+---+Ci§iA+---+Cj]€jA+CmR:nA+ijﬁiA — kcjﬁiA
= aRig+...+(ci—ke))Rig+...+¢ (kﬁiA+1§jA) + emBma

= Clﬁlg —+ ...+ (Ci — kcj)éiB —+ ... +Cj§jB + CmR_;nB,

(4.21)
showing that ¥ can be written as a linear combination of the row vectors of
B, ie., ¥ € RS(B). Equation (4.21) similarly shows that RS(A) C RS(B),
and we can conclude that RS(A) = RS(B). O

The proof of Theorem 4.4.2 immediately follows.

Proof. (of Theorem 4.4.2) Suppose A and B are m x n matrices that are row
equivalent. Then A can be transformed into B by some finite sequence of
elementary row operations. Apply Lemmas 4.4.1, 4.4.2, and 4.4.3, repeating
as necessary. ]
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The main reason that Theorem 4.4.2 is useful is that the nonzero rows of
any echelon form are necessarily linearly independent—due to the placement
of ones and zeros. Hence, given a matrix A:

The nonzero rows of rref(A) form a basis for RS(A).

Example 4.4.3. Find a basis for RS(A) for the matriz

0o 3 1
4 7 5
A= -2 =5 -3
o —4 2

To find a basis for the column space in Example 4.4.2, we found rref(A)

0 2/3
1 1/3
0 0
0 0

rref(A) =

o O O

By Theorem 4.4.2, we can take the nonzero rows of this echelon form as our
basis vectors. Calling the basis B, a solution is

B=1{(1,0,2/3),(0,1,1/3)} .

Remark 4.4.2. Note that we can get bases for the row, column, and null
space of a matriz by way of its reduced echelon form. But we use the echelon
form in different ways for each of these tasks.

e To obtain a basis for N (A), we use the entries in rref(A) to deduce the
relationship between basic and free variables. We use these to charac-
terize solutions to AZ = 0,,.

e To obtain a basis for CS(A), we use use rref(A) to identify the pivot
columns, and we take the pivot columns from A to form our basis ele-
ments.

e To obtain a basis for RS(A), we take the nonzero rows of rref(A) as
our basis elements.
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Caveat: If the first k rows of rref(A) are nonzero, it is not necessarily true
that the first k rows of A are linearly independent! This makes sense given
that we’re allowed to move the rows around. Hence when obtaining a basis
for RS(A), we take the row vectors from the echelon form, not the original
matrix.

We can summarize the relationships between row operations and the row
and column spaces of a matrix.

e Elementary row operations preserve the row space of a matrix but may
change the linear dependence relations between the rows.

e Elementary row operations preserve the linear dependence relation be-
tween the columns but may change the column space.

The punch line of these observations is that we use columns of the original
matrix for a column space basis and rows of the echelon form for a row space
basis.

Example 4.4.4. Find bases for RS(A), CS(A), and N(A), where

1 -2 01 8
2 -4 3 0 -6
-1 212 3
3 =6 40 -7

A:

we can get all three from rref(A). Note that

1 -2 0 0 3
0 01 0 —4
rref(A) = 0 00 1 5
0O 000 O

From the rref, we see that for the equation AZ = 04, the solution T € R® will
have three basic and two free variables. The solution to this homogeneous
equation can be expressed in vector parametric form

7=5(2,1,0,0,0) + t(—3,0,4, —5,1).

We also see that the pivot columns are the first, third and fourth, so we can
take these columns of A as the basis elements of the columns space. The basis
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elements for the row space will be the three nonzero rows of rref(A). We have
the following solution where each spanning set shown is a basis:

RS(A) = Span{(1,-2,0,0,3),(0,0,1,0,—4),(0,0,0,1,5)},
CS(A) = Span{(1,2,—1,3),(0,3,1,4), (1,0,2,0)},
N(A) = Span{<271707070>7 <_370747_571>} .

Exercise 4.4.2. Find bases for the row space, column space, and null space
of each matriz.

3 3 3
1. A= -1 -2 1
-5 —6 -3
13 10 2
2. M=12 2 =2 40
31 =5 8 1
12 -1 4
00 3 =3
3 X=124 1 5
12 1 2
36 2 7

4.5 The Fundamental Theorem of Linear Al-
gebra

Now that we have a method for finding bases of the fundamental subspaces
of a matrix, we are able to deduce their dimensions. In particular, given a
matrix A we have a connection between the number of its pivot columns and
the dimensions of each of CS(A), RS(A) and N(A). Theorem 4.4.1 tells us
that the pivot columns form a basis for CS(A), hence

dim (CS(A)) = the number of pivot columns of A. (4.22)
For the null space, if the homogeneous equation A7 = 0,, has only the
trivial solution, then N (A) = {6m} In this case, dim(N(A)) = 0 by defini-

tion. If A7 = 0,, permits nontrivial solutions, then our method of decompos-
ing a solution of AZ = 0,,, according to the free variables produces a basis for
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N(A). The number of vectors in that basis is the number of free variables.
Recalling that free variable correspond to non-pivot columns, we have

dim (N (A)) = the number of non-pivot columns of A. (4.23)

The set of nonzero row vectors of rref(A) form a basis for RS(A). Let’s
recall that every pivot position in a matrix A occupies a row and a column.
So the number of rows with a pivot position (i.e., nonzero rows) necessarily
is the same as the number of pivot columns. After all, the leftmost nonzero
entry in each nonzero row of rref(A) is one of the leading ones. It follows
that

dim(RS(A)) = the number of pivot columns of A. (4.24)

If Ais an m xn matrix, then CS(A) is a subspace of R™ whereas RS(A) is
a subspace of R". So, except in the case of a square matrix, these two spaces
contain different sorts of vectors. In Example 4.4.4, for example, the basis
elements we found for CS(A) have four entries each while the basis elements
for RS(A) have five entries each. This makes sense given that A was 4 x 5.
But even though the types of vectors are not comparable between these two
spaces, the number of elements in their bases turned out to be the same.
It turns out that this is not a coincidence or novel feature of this example,
but rather is related to a property of matrices in general—for any matrix
A, dim(CS(A)) = dim(RS(A)). This number is given a special name; it’s
called a rank.

Definition 4.5.1. The rank of a matriz A, denoted rank(A), is the dimen-
sion of the column space of A.

We also have a special name for the dimension of the null space of a
matrix. We call this the nullity.

Definition 4.5.2. The nullity of a matriz A, denoted nullity(A), is the
dimension of the null space of A.

We are ready to state the Fundamental Theorem of Linear Algebra, the
proof of which has been argued (in pieces) in sections 4.2.1, 4.4.1, 4.4.2, and
the current section.

Theorem 4.5.1. The Fundamental Theorem of Linear Algebra
Let A be an m X n matriz. Then
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1. rank(A) = dim(CS(A)) = dim(RS(A)).
2. rank(A) 4 nullity(A) = n.

3. Every vector @ in RS(A) is orthogonal to every vector i in N'(A), and
similarly, every vector @ in CS(A) is orthogonal to every vector U in

N(AT).

Part 2. of Theorem 4.5.1 is sometimes referred to as the “rank-nullity
theorem.” It seems rather surprising at first glance—the rank of a matrix
plus the dimension of its null space must equal its number of columns. But
equations (4.22) and (4.23) eliminate any sense of mystery about this result.
If the matrix A has n columns, given that every column is either a pivot
column or a non-pivot column, part 2 can be restated as

the number of pivot columns of A
+ the number of non-pivot columns of A
= the total number of columns of A.

This is rather obvious!

Example 4.5.1. Suppose A is a 6 x 14 matrix.
1. Ifrank(A) =5, determine dim(RS(A)).

If rank(A) = 4, determine nullity(A).

What is the maximum possible rank of A?

If rank(A) = 3, what is nullity(A”)?

If nullity(A) = 12, what is the dimension of the row space of A?

We can answer each question by applying and appropriate part of Theo-
rem 4.5.1. For question 1., the first part of the theorem says that the rank
and dimension of the row space are the same. So

dim(RS(A)) = 5.

For question 2., we can apply the rank-nullity theorem (part 2 of Theo-
rem 4.5.1), rank(A) + nullity(A) = n, so that

4 + nullity(A) = 14 making nullity(A) = 10.
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For question 3., we note that there are six rows so that the mazximum number
of pivot positions is six. So the mazximum value of the rank is 6. That is,

rank(A) < 6.

For question 3., we note that AT is a 14 x 6 matriz. So the new n value for
the rank-nullity theorem would be 6. Since

rank(A”) = dim(CS(A")) = dim(RS(A)) = rank(A),

we have
3+ nullity(A”) =6 making nullity(A”) = 3.

Finally, to answer part 5., we can use that diim(RS(A)) = rank(A). Applying
the rank-nullity theorem, we have

dim(RS(A)) +12 =14 giving dim(RS(A)) = 2.
Exercise 4.5.1. Suppose A is a 10 x 20 matriz.
1. Ifrank(A) =7, what is nullity(A) ?
2. If rank(A) = 7, what is nullity (AT) ?
3. If AT has 8 pivot columns, what is rank(A)?

4. If dim(CS(AT)) =9, how many free variables are there in any solution
to AT = 0,07

5. What is the mazimum possible rank of A?

Exercise 4.5.2. Ezplain why the mazimum rank of an m X n matriz is the
smaller of the two numbers, m and n.

Remark 4.5.1. A matrix that has the mazimum rank that it can have for its

size is often called full rank. For ezample, an m X n matriz A is considered
full rank if rank(A) = min{m, n}.

Exercise 4.5.3. Suppose A is an n X n matriz (so A is square). Explain
why if A is full rank, then nullity(A) = 0.
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As a historical note, the name “Fundamental Theorem of Linear Algebra”
was introduced by Gilbert Strang, a prominent mathematician at M.I.T., in
his 1988 textbook Linear Algebra and Its Applications [1] and in a 1993 arti-
cle in The American Mathematical Monthly [2]. Strang, who devoted much
of his career to studying and teaching linear algebra at M.I.T. viewed the
compilation of facts in Theorem 4.5.1 as being appropriate to be given the
“fundamental theorem” designation for the subject of linear algebra.® Strang
observed that other major fields of mathematics (such as calculus, number
theory, and abstract algebra) already had theorems that are designated as
being fundamental, and believed that linear algebra should also have such
a theorem. A theorem that is designated as “fundamental” in any mathe-
matical subject should be a theorem that encapsulates and synthesizes some
major (and non-trivial) facts from the subject in a nutshell. The Fundamen-
tal Theorem of Calculus is the perfect example. The main topics of calculus
are limits, derivatives and integrals, and the Fundamental Theorem of Cal-
culus relates and synthesizes these major concepts in the form of a single
theorem. The Fundamental Theorem of Calculus can’t be introduced until
the end of a Calculus I course because there is much preliminary work (the
study of limits, derivatives, and integrals) that needs to take place before
the student can understand the fundamental theorem that relates these con-
cepts. When the theorem is finally introduced, it is seen to be an elegant
synthesis of all that was studied in the Calculus I course. Likewise, there
is much preliminary work that we need to do in a linear algebra course be-
fore Theorem 4.5.1 can be understood. We need to understand the basics
of vectors, the concept of orthogonality, the concept of subspace, and the
concept of dimension before we can understand Theorem 4.5.1. Once we do
understand these concepts, then Theorem 4.5.1 is seen to tie the concepts
together into one cohesive package.

At the present time, the name “Fundamental Theorem of Linear Alge-
bra” is not used in most linear algebra textbooks in reference to the facts
in Theorem 4.5.1, but the name seems to be catching on (as you will see if
you search the internet). We have chosen to use the name in this text, in
agreement with Strang’s thinking that if linear algebra is to have a “funda-
mental theorem” then Theorem 4.5.1 aptly fits that role. It should be noted
that Theorem 4.5.1 is the most basic statement of the fundamental theorem.
There is a more comprehensive version of the theorem that includes informa-

6Gilbert Strang retired from M.LT in 2023.
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tion how to find the most useful bases for each of the fundamental subspaces.
We will introduce this more complete version of the theorem after we have
introduced the needed relevant concepts in Chapter 7.

4.6 General Vector Spaces

The phrase vector space has been used throughout this text without an at-
tempt to carefully define it. That lack of a formal definition has not interfered
with our ability to explore R", to use matrices and vectors in R" to solve and
express solutions of systems of linear equations, and to perform algebra on
matrices. In this section, we will step back and generalize the sort of structure
that we see with R"™. Let’s recall the basic framework of R" and consider the
algebraic properties associated with the two key operations, vector addition
and scalar multiplication.

We defined vectors in the vector space R" as ordered n-tuples of real num-
bers, and together with scalars, we defined the operations of vector addition
and scalar multiplication. These operations performed on vectors in R" pro-
duce vectors in R™ and satisfy some algebraic properties. In particular, if Z,
Y, and 2" are any vectors in R" and ¢ and d are any scalars, then

e The vector ¥ + ¢ is in R",

e the vector ¢ is in R",

o I+y=y+72,

o (T+y)+Z2=2+ (¥+2),

e there is a vector 0, such that #+ 0, = z,

e there is a vector —7 such that —7 + & = 0,,,

Some of these properties were stated explicitly, while others may have
been taken for granted as following from our knowledge of addition and
multiplication of real numbers. A real vector space is an abstraction of
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what we see with R". As with R", vectors are accompanied by scalars. The
word “real” in the phrase “real vector space” tells us that the set of scalars”
will be the set of real numbers, R. Since we won’t consider other types of
scalars, we will drop the word real following the definition and just use the
phrase vector space.

Definition 4.6.1. A real vector space is a set, V, of objects called vectors
together with two operations called vector addition and scalar multipli-
cation that satisfy the following axioms:

For each vector &, i, and Z in V and for any scalars, ¢ and d

the sum ¥+ v is in V, and

the scalar multiple ¢ is in V.

T+y=y+17,

T4+ +2=2+ ¥+ 2),

There s an additzve identity vector in V' called the zero vector denoted
0, such that ¥4+ 0 = & for every & in V,

SR S

6. For each vector & in 'V, there is an additive inverse vector denoted —&
such that — + & = 0.
7. (4 YY) = ¥ + ¢y,

—

8. (c+d)¥ = c¥ + dZ,

10. 12 = 7.

Remark 4.6.1. Until now, the term wvector has exclusively been used to
refer to an element of R"™, an ordered n-tuple characterized by a magnitude
and direction. Now, the term wvector can be used to refer to an element of
any vector space.

Remark 4.6.2. An axiom is a statement that is specified as being true. So
an azxiom does not require proof. If it has been established that some set is a
vector space, then each of the properties in Definition 4.6.1 are automatically
known to hold. If we have a set of objects with operations that might be
a vector space, then the properties in Definition 4.6.1 can be used to test
whether the set really is a vector space.

"While we won’t use alternatives here, there are sets of scalars other than R.
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We recognize the properties in axioms 1 and 2 from Definition 4.2.1 of
a subspace of R". We called this property being closed. So a vector space
is closed with respect to the two operations of vector addition and scalar
multiplication. Axioms 5 and 6 specify that there is an additive identity
vector and each vector has an additive inverse, while axiom 10 specifies that
the scalar 1 is the scalar multiplicative identity. In light of Definition 4.6.1,
R™ is a real vector space. In general, the objects in a vector space could
be anything—provided we can define the operations so that the necessary
properties hold. Note that it is not sufficient to simply specify what the
objects are when defining a vector space. The definition of a specific vector
space must include a description of the two operations.

A very simple example of a vector space is the trivial vector space which
consists of just one vector. It doesn’t matter what we call the vector but it
makes sense to call the vector 0. This is because we know that any vector
space must have a zero vector, and if there is only one vector in the vector

space, then it must be a zero vector. So this vector space is V' = {6} and
we define the operations of vector addition and scalar multiplication in this
vector space by
0+0=0
and for any scalar c,
c0=0.

V= {6} with operations as defined above satisfies all of the axioms given
in Definition 4.6.1. Thus V is a vector space that consists of only one vector.

Exercise 4.6.1. Verify that V = {6} with operations as defined above sat-

isfies all of the axioms given in Definition 4.6.1 (and is thus a vector space).

Exercise 4.6.2. Are there any vector spaces that have exactly two elements?
FExplain why or why not.

Hint to get started thinking about this problem: Suppose that we have a
vector space V' that contains exactly two elements. One of these elements
must be a zero vector and one of them must be something else, since we are
assuming there are two vectors in the vector space. We can call the zero

vector 0 and call the other vector ©. So we have a vector space V = {5, 17}

where U # 0. Now see what you can deduce using the azioms of Definition
4.6.1.
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There are some properties of the vector spaces R" that we have perhaps
taken for granted:

1. There is only one additive identity vector in R™. (i.e., the zero vector
in R™ is unique.)

2. Every vector in R" has exactly one additive inverse. (i.e., the additive
inverse of any vector in R™ is unique.)

3. If 7 is any vector in R", then 0Z = 0,,.
4. If ¢ is any scalar, then 0y, = O,

Although the above four properties seem to be obvious, let us write proofs
of these facts.

Proof of 1: A vector ¢ is said to be an additive identity for R™ if it
is true that ¥ 4+ v = & for all vectors ¥ in R". We know that the vector
0, = (0,0,...,0) serves as an additive identity for R" because it is easy to
see that @4 0, = @ for all vectors # in R". But might there be some other
vector ¥ = (Y1, Y2, - - -, Yn) in R™ that serves as an additive identity for R™? If
so then 7+ ¢ = & for all vectors ' in R" and in particular i+ ¢ = y. Written
out in long form

W1, Y2, Un) + W1 Y20 - Un) = (U1, Y2, - -, Un)

and by our definition of vector addition in R",

<2y172y2’ s 72yn> = <y17y2a s 7yn> :

By equating the first components on each side of the above equation, we
obtain 2y; = y;, but this can be true if and only if y; = 0. By equating the

other components, we see that y; = 0 for all = 1,2,...,n. Thus it must be
the case that ¥ = 0,,. We have proved that there is only one additive identity
element in R™. Tt is the zero vector, 0,, = (0,0,...,0).

Proof of 2: Next we will prove that every vector in R™ has exactly one
additive inverse. An additive inverse of a vector ' in R" is a vector ¢ in R"
such that £+ ¢ = 0,. Suppose that & = (x1,29,...,x,) iS a given vector
in R". We know that the vector —¥ = (—x1, —x9,...,—x,) Serves as an
additive inverse for # because 7 + (—#) = 0,. But might there be some other
vector 7 = (y1, s, . .., yn) such that Z+ 7 = 0,7 If so, then

<3U1,9527---,$n>+<91,92>---7yn> = <070570>
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By using our definition of vector addition in R", we obtain
<.T1 +y17$2+y2,---,$n+yn> == <070,,0>

Equating the first components in the above equation, we obtain xy +y; = 0

which implies that y; = —x;. Equating all of the other components, we
obtain y; = —x; for all : = 1,2,...,n and thus
=2 Yn) = (—21, T2, ..., —Tp) = =T

We have proved that each vector ¥ in R™ has exactly one additive inverse.
Itis -7 = <—ZZ'1, —X2, ..., —In>
Proof of 3: If ¥ = (x,xs,...x,) is any vector in R", then

0F = 0 (z1, T, ... 2n) = (021,02, ...0x,) = (0,0,...,0) = 0.
Proof of 4: If ¢ is any scalar, then
0 =¢(0,0,...,0) = (0,0,...,0) = 0.

The analogues of all four of the above facts (1, 2, 3, and 4) are true in
any vector space. However, to prove them in an arbitrary vector space, we
need to do it by only using the vector space axioms given in Definition 4.6.1.
When thinking of a general vector space, we are not allowed to assume that
the vectors in the vector space have any specific form. In particular, we can’t
assume that the vectors are ordered n—tuples of real numbers, as they are in
R"™. The theorem below lists the four basic properties of vector spaces that
are the analogues of facts 1, 2, 3, and 4 given above.

Theorem 4.6.1. Suppose that V' is a vector space. Then

1. There is only one additive identity vector in 'V (i.e., the zero vector of
V' is unique).

2. Each vector in' V' has only one additive inverse (i.e., the additive inverse
of any vector in 'V is unique).

3. If T is any vector in V., then 0Z = 0.

4. If ¢ is any scalar, then 0 = 0.
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We will prove statements 1 and 3 above and leave the proofs of statements
2 and 4 as exercises. The thing that you should pay attention to when reading
these proofs is that we do not assign any particular form to vectors. In
particular, we do not assume that vectors are ordered n—tuples of numbers.
We only use the vector space axioms that are given in Definition 4.6.1.

Proof. First we will prove statement 1, which says that the zero vector of
V' is unique. By vector space axiom 5 of Definition 4.6.1, we know that an
additive identity vector exists in V' (by assumption). Suppose that there are
two additive identity vectors in V', which we can call i and Z. Since these
are additive identity vectors, we have

F+§=7 and F4+7=7

for all vectors Z in V. In particular, since 7 is an additive identity and Z’ is
inV,

Z+y=7z.
On the other hand, since 2" is an additive identity and ¢ is in V,

y+Z=1.

Vector space axiom 3 says that addition is commutative, that is 2+ ¢ = y+ 2.
So these two equations imply that 2’ = 3. Therefore there is only one additive
identity vector in V', and this completes the proof of statement 1. O

In stating vector space axiom 5, we gave the name 0 to this additive
identity vector. Now that we have proved that 0 is unique, we can refer to
it as the additive identity element (or the zero vector) of V, rather than
saying an additive identity element, as we did when stating the axiom.

Now we will prove statment 3. Again, if we knew that we were working
in R", then proving statement 3 would be easy, but we are not assuming
that we are working in R", so we can only use the vector space axioms in
our proof.

Proof. We want to prove that if Z is any vector in V, then 0Z = 0. To do
this, we begin by letting & be any vector in V. By vector space axiom 2
(closure under scalar multiplication), we know that 0Z is also in V. Next we
note that 0+ 0 = 0 (a well known fact about scalars), and thus

(04 0) 7 = 0z.
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By vector space axiom 8, we have
0Z + 02 = (0+0)Z,

and thus
07 + 07 = 0Z.

By vector space axiom 6, we know that the vector 07 has an additive inverse
in V. We call it —(0Z). Adding this additive inverse to both sides of the
above equation gives

(0Z + 0F) + (— (02)) = 0F + (— (0F)) .

Using vector space axiom 4 (associativity), we can rewrite the above equation
as

07 +0 = 0.
Finally, note that 02 + 0 =07 by axiom 5, and thus we have
07 = 0,
which is what we wanted to prove. O

Our experience working in R and in R™ may lead us to think of a property
like 0Z = 0 as somehow obvious or self-evident. But without that specific
context, it is very interesting to see how many of the vector space axioms are
needed to prove this seemingly simple property.

Exercise 4.6.3. Prove statements 2 and 4 of Theorem 4.6.1.

Exercise 4.6.4. We know by statement 2 of Theorem 4.6.1 that if V is a
vector space and T is any vector in V', then the additive inverse of I is unique.
We give this vector the name —x. Prove that if T is any vector in V, then
—Z=(-1)7.

Note that this is very easy to prove in R"™ because in R", if we have
7= (r1,%2,...,%,), then

-7 = <—.1'1, —T2,..., —]}n>
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and
(1)@= —1(x1,29,...,2n) = (—21,— T2, ..., —Tp) .

However, in doing this exercise you may not assume that T is in R™! You
can only use the vector space azioms (and any of the facts from Theorem
4.6.1, now that the theorem has been proven).

Some of the most important ideas we have studied regarding the vector
spaces R" are the ideas of linear combinations, spans, linear independence,
bases, dimension, and coordinate vectors. Now that we have defined what a
vector space is in a broader sense, we can immediately generalize all of these
ideas in regard to general vector spaces. The definitions given below should
look familiar to you because you have already seen them stated in the setting
of R™ earlier in this chapter. The only difference is that we are stating them
with respect to any vector space (not just R").

Definition 4.6.2. Let S = {7}, 0s,..., 0} be a set of one or more (k> 1)
vectors in a vector space V. A linear combination of these vectors is any
vector of the form

xlﬁl + 1'2172 + -+ iL‘kUk,

where x1,,%s,...,x are scalars. The coefficients, x1,xo,...,x, are often
called the weights.

Definition 4.6.3. Let S = {0}, ¥, ..., 0} be a set of one or more (k> 1)
vectors in a vector space V. The set of all possible linear combinations of
the vectors in S is called the span of S. It is denoted by Span(S) or by
Span {v}, Vs, ..., Uk }.

Definition 4.6.4. Let V' be a vector space. The collection of vectors S =

{01, Uy, ..., 0} inV is said to be linearly independent if the homogeneous
equation

1‘1’(71 + .1’2172 +---F -Tkﬁk =0 (425)
has only the trivial solution, r;1 = x9 = --- =, = 0. A set of vectors that is

not linearly independent is called linearly dependent.

Definition 4.6.5. Let V' be a real vector space. A subspace of V is a
nonempty set, S, of vectors in V' such that

e for every ¥ and v in S, ¥+ 1 is in S, and
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e for each ¥ in S and scalar c, c¢¥ is in S.

Definition 4.6.6. Let S be a subspace of a vector space V', and let B =
{ty, ..., U} be a subset of vectors in S. B is a basis of S provided

e Span(B) =S5
e 3 is linearly independent.

We have learned that if S is any subspace of R" that has a basis containing
exactly k£ vectors, then any basis of S must contain exactly k vectors. We
used this fact to define the dimension of S to be dim (S) = k. The analogue of
this fact is true (and its proof is similar) in any vector space V. Specifically,
if S'is any subspace of V' that has a basis containing exactly k vectors, then
any basis of S must contain exactly k vectors. It thus makes sense to define
dimension of S to be dim (5) = k.

In R™, the trivial subspace S = {On} does not have a basis and we define
its dimension to be 0. If V is any vector space, then V' contains the trivial
subspace S = {(jn}, which does not have a basis, and it clearly makes sense

to define the dimension of this subspace to be 0.

Any vector space (or subspace of a vector space) that has a basis con-
taining a finite number of vectors is called a finite dimensional vector space
and its dimension is defined to be the number of vectors in any of its bases.
(A trivial vector space is also said to be finite dimensional and its dimension
is defined to be 0.) All of the vector spaces R™ and all subspaces of R" are
finite dimensional. A situation that has not arisen in our study of R" is
the fact that a vector space might not have a basis that consists of a finite
number of vectors. Such vector spaces are said to be infinite dimensional.
These are, in fact, the most interesting vector spaces from the point of view
of mathematical analysis and they are the setting in which the most powerful
applications of linear algebra are seen. We will soon see some examples of
infinite dimensional vector spaces, but an in—depth study of them will not
be undertaken in this course. We will however study some finite dimensional
subspaces of these infinite dimensional vector spaces.

Having discussed these issues regarding dimensions, let us summarize
with the following definition.

Definition 4.6.7. Let S be a subspace of a vector space V. We define the
dimension of S as follows:
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o If S ={0}, then we define dim(S) = 0.

e [f S has a basis consisting of k vectors, where k < oo, then we define
dim(S) = k.

o [f S is not spanned by any finite set of vectors, then we say that S is
infinite dimensional.

Before proceeding to look at some examples of vector spaces other than
R", let us recall one more important idea concerning R™ — the idea of coordi-
nate vectors. If S is a finite dimensional subspace of R" and B = {, ..., U}
is an ordered basis for S, then for any vector Z in S, there is a unique set
of scalars ¢y, co, ..., ¢, such that ¥ = ¢y + ety + - -+ + ¢ty The vector
[7]5 = (c1,¢a,. .., cx), which is a vector in R, is called the coordinate vector
Z with respect to the basis B. It is likewise true for any finite dimensional
subspace, S, of any vector space V, that if B = {u;,..., 4} is an ordered
basis for S and & in S, then there is a unique set of scalars ¢y, o, ..., ¢; such
that @ = ciuy + cotls + - - - + ¢ tig. It thus makes sense to make the following
definition.

Definition 4.6.8. Suppose that V is a vector space and suppose that S is
a finite dimensional subspace of V. Suppose that B = {u,..., U} is an
ordered basis for S. Then the (unique) vector

7]y = (c1,¢0, ..., ch) € RF

such that
f201ﬁ1+62172+"‘+6kﬁk

is called the coordinate vector of ¥ with respect to the ordered basis B.

In Section 4.8, we provide further discussion on how coordinate vectors
can be employed in working with finite dimensional subspaces of any vector
space.

4.7 Examples of Vector Spaces

We will now look at some examples of vector spaces other than R". In look-
ing at these examples, we will highlight the big ideas that have been defined
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above — subspace, span, linear independence, basis, dimension, and coordi-
nate vectors. The objects that make up the vector spaces in the examples
that we will give are not vectors in R", but they are objects that we are fa-
miliar with. Our first example (Section 4.7.2) will be of vector spaces whose
vectors are matrices. This example serves as a gentle introduction to general
vector spaces, since operating with matrices is very similar to operating with
vectors in R". Our second example (Section 4.7.3) is of the vector space R,
which is a natural generalization of R", but with the big difference that it
is an infinite dimensional vector space. Its elements are infinite sequences
of real numbers. Our third collection of examples (Section 4.7.4) will be of
vector spaces whose vectors are functions. These vector spaces are often re-
ferred to as function spaces and they provide the setting in which the tools
and theory of linear algebra can be employed in other areas of mathematics,
such as calculus, differential equations, and functional analysis.

4.7.1 A Note on Notation

We have been using the arrow notation (Z, ¢, ¥/, etc.) throughout our discus-
sion of vector spaces, their basic properties, and basic definitions that apply
to their study. This is good practice when we are having general discussions
about vector spaces (with no particular vector space in mind) because it
helps us to keep our thinking straight about whether we are dealing with a
vector or a scalar. When we write & (with an arrow over it), we know we are
referring to a vector. When we write ¢ (with no arrow over it), we know we
are referring to a scalar. That having been said, when we are in a specific
setting in which the vector space we are studying consists of some objects
that we are familiar to us, and which do not normally have any “arrow” nota-
tion associated with them, we do not use an arrow notation, even though the
objects are the vectors of the vector space under consideration. For example,
we are going to look at examples of vector spaces whose vectors are matrices
(in Section 4.7.2). We are accustomed to denoting a matrix using a capital
letter such as A. We are not accustomed to writing ff, and hence we will not
do that, even though we want to consider A to be a vector. Likewise, we will
be considering vector spaces whose vectors are functions (in Section 4.7.4) .
In calculus, it is customary to name functions using lower case letters such
as f and g. We will continue to adopt that convention, rather than writing
f and ¢, even though these functions will be the vectors of our vector space.
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4.7.2 Vector Spaces of Matrices

In Chapter 3, we saw that matrices could be thought of as objects that we can
manipulate with algebraic operations. In fact, the first two operations defined
in Section 3.2 were addition and scalar multiplication of matrices. It thus
probably comes as no surprise that there are vector spaces whose vectors are
matrices. Let M,,x, denote the set of all m x n matrices with real entries.
We define vector addition and scalar multiplication as regular addition of
matrices and scalar multiplication of matrices (as defined in Section 3.2).
M.« is a real vector space.

Example 4.7.1. What is the zero vector in M,y ?

As you probably guessed, the zero vector in M, «, is the mxmn zero matriz,
Omxn. This is the m x n matriz all of whose entries are 0. If we take any
m x n matriz, then A+ O,,xn = A. Also, recall that statement 1 of Theorem
4.6.1 says that the zero vector in any vector space is unique. So there is no
matrix other than O,,«., that serves as an additive identity in the vector space
M-

Exercise 4.7.1. Let
e [ aix Qaig }

Qg1 a22
be any element of Mayo. Show that —1A is the additive inverse of A.

Exercise 4.7.2. Show that the matrix
5 =5
R
n Maoyo is a linear combination of the matrices in the set of matrices S =
{En, Ers, Eay, EQQ} where

10 01 0 0 0 0
E11:|:0 0:|7E12:|:O O:|7E21:|:1 O:|7E22:|:O 1:|

Exercise 4.7.3. Show that any matrix
ai; a2
A= € M
l Q21 G22 ] 2

is a linear combination of the matrices S = {FE11, B2, Ea1, Ea} given in
Ezercise 4.7.2.
In other words, show that Span (S) = Majys.
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Exercise 4.7.4. Show that the set of matrices S = {F11, E1a, Ea1, Eaa} given
in Fxercise 4.7.2 1s linearly independent. To do this, you will need to show
that the equation

1151 4 212 Fg + 291 Eo1 4+ x99 Eoy = Oaxo

has only the trivial solution (111 = x19 = To1 = Tag = 0).

Fill in the blank: Since the set S = {E11, Eva, Fa1, Eas} is linearly inde-
pendent and Span (S) = Mays, then S is a —____ for Mays.

What is the dimension of Mayyo?

Exercise 4.7.5. Consider the ordered basis B = {E11, E12, Ea1, Fao} given
in Bxercise 4.7.2.

1. If A is any matriz in Mays, then the coordinate vector [Alg is a vector
in RE. Determine the value of k.

2. Find the coordinate vectors [Alg and [Blg for the matrices

2 —4 -3 2
A:[B 1}, and B:[ 05].

3. Ewvaluate A+ B and confirm that [Alg + [B]s = [A + Bls
4. Evaluate 5A and confirm that 5[A]s = [5A]s.

5. Find the coordinate vectors for the elements of B. That is, find each of
[Ell]& [Elz]& [E21]37 and [Ezz]B-

6. Can you make a conjecture about what the coordinate vectors should be
for the basis elements of a basis in general?

Exercise 4.7.6. Find a set of matrices that is a basis for Myyy. What is the
dimension of Msy4? In general, what is the dimension of M,,xn ?

Example 4.7.2. Consider the subset T of Msy«o of matrices whose diagonal
elements sum to zero. That 1s,

r-{le ]

Show that T is a subspace of Mayo.

a—i—d:O}.
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We need to establish that the set T is nonempty and closed under vector
addition and scalar multiplication. We can immediately see that the zero

matriz,
0 0
02><2 - |: 0 0 :| )

is an element of T', so T s clearly nonempty. To show that T is closed under
vector addition, we need to show that if we take any two elements of T', say
A and B, then their sum A+ B would also satisfy the condition necessary to
belong to T'. To this end, suppose

A:[an a12}, and B:{bn b12:|

as) A9 bo1 b2
are in T'. This means that
aip +axp =0 and by + by = 0.
The sum A+ B s

ayp + b ag + bio

A+ B= .
agy + ba1  age + b

When we sum the diagonal entries, we can rearrange the terms in the sum

to find that
(a11 + b11) + (age + bag) = (ag1 + agz) + (b1 + b22) =0+ 0=0.

So the sum of the diagonal entries of A+ B is zero, meaning that A+ B is
an element of T'. T 1is therefore closed under vector addition.
Next we show that T' is closed under scalar multiplication. Letting ¢ be

any scalar, we have
ca11 Caio
cA = { .

CQ921 CA922

Summing the diagonal entries of cA, we get
cai1 + CGog = c(au + CZQQ) = C(O) = 0.

This shows that T is indeed closed under scalar multiplication. We can con-
clude that T is a subspace of Moys.
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Remark 4.7.1. There is a special name for the sum of the diagonal entries
of a matriz. It’s called the trace of the matriz, and elements of the set T in
Example 4.7.2 are called trace-free matrices.

Example 4.7.3. The subspace, T, of trace-free matrices in Msyo described
in Example 4.7.2 can be expressed in terms of a span. An example of a
spanning set is the set

s={[6 2L [0s L[0T}

If A is a trace free matriz, then it’s diagonal entries must be additive inverses
(the same number with opposite signs). The off diagonal entries can be any
real numbers. We can express any such matriz as a linear combination of
the elements of S.

A | b | 1 0 b 0 1 n 0 0
“le —a| %0 <1 00|71 0]
Exercise 4.7.7. In Example 4.7.3 we showed that the set of matrices
g 1 0 0 1 0 0
N O =170 0|1 O
spans the subspace of trace—free matrices T. In other words, Span (S) =T.

1. Show that S is linearly independent and is thus a basis for T.
2. What is the dimension of T'?

3. What is the coordinate vector of the matrix

4 1
A= [ 12 —4 }
with respect to the basis S? (In other words, what is [A]4?)

Exercise 4.7.8. Let Z, be the subset of Msyyo whose entries sum to zero.

That is,
Zsz{{a b} ’a—l—b—i—c—l—d:O}.
c d
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1. Show that Z, is a subspace of Mayys.
2. Find a basis, B, for Z.
3. What is the dimension of Z4?

4. What s the coordinate vector of the matriz
2 =5
=[]
with respect to the basis B?
Exercise 4.7.9. Let N, be the subset of Msyyo whose entries sum to one.

That is,
st{{a b} ‘a+b+c+d:1.}.
c d

Show that Ny is not a subspace of Mays.

Exercise 4.7.10. Let D be the subset of Mayyo that consists of all diagonal

matrices. That s
a 0
p={|5 1)

1. Show that D is a subspace of Mays.

a,dGR}.

2. Find a basis, B, for D.
3. What is the dimension of D?

4. What s the coordinate vector of the matriz

=0 5]

with respect to the basis B?



214 CHAPTER 4. VECTOR SPACES AND SUBSPACES

4.7.3 The Vector Space R™

You might guess what the symbol R* stands for. When n is a positive
integer, R" denotes the set of ordered n—tuples of real numbers. Thus R*>
denotes the set of all infinite sequences of real numbers. The elements of R
have the form

a= <a1,a2,a3,...>.

Note that we are choosing to retain the arrow notation that we used in R".
However, we are choosing to use letters from the beginning of the alphabet,
such as a and b, rather than letters from the end of the alphabet, such
as x and y, to name the vectors in R*™ because these are the letters that
are typically used when working with infinite sequences of real numbers in
calculus courses.

We define vector addition and scalar multiplication in R* just as in R™:
If @ = (a1,a92,a3, ...) and b = (by,bg,bs ...) are elements of R* and ¢ is a
scalar, then

EL’—H;: <CL1 —i—bl,a2+b2,a3—|—b3,...>

and

cd = (cay, cas, cas, . ..) .

It is straightforward to check that R> with the operations defined above
satisfies all of the axioms of Definition 4.6.1 and is thus a real vector space.
The zero vector of R* is

0=1(0,0,0,...)

and the additive inverse of @ = (ay, ag, as ...) is
—d = (—ay,—as, —as,...).

R is our first example of a vector space that is infinite dimensional. It
has no basis that consists of a finite number of vectors. To get a feel for why

this is so, let’s just look at the two element set S = {6, I;} where @ is the
infinite sequence with a, = n (1 < n < oco) and b is the infinite sequence
with b, = (—1)" (1 < n < 00). Thus

=(1,2,3,4,5,...)

(—1,1,-1,1,-1,...).

a
b
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Any linear combination of @ and b has the form

sd +th = (s,25,38,48,5s8,...) + (—t,t,—t, t,—t,...)
=(s—t,2s+1,3s—t,ds+1,55s —t,...).

For example,

20 +3b=(2—3,2(2) +3,3(2) —3,4(2) +3,5(2) — 3,...)
= (=1,7,3,11,7,...).

We have just constructed an example of a vector that is in Span{ﬁ, 5}
However, it is also easy to construct many examples of vectors that are not
in Span {c?, 5} An example of such a vector is ¢ = (—1,0,0,0,0,...). (This
vector has —1 as its first component and all other components are 0.) To see
why the vector € is not in Span {6, 5}, let’s look at the equation sa + th=2

Written out in long form, this equation is
(s —t,2s+t,3s —t,4s+t,bs — t,...) = (—1,0,0,0,0,...).

For the vectors in the above equation to be equal, we must have

s—t=-—1

2s+t=0

3s —t =0
etc.

The first equation above tells us that we must have ¢ = s + 1 and when we
substitute this into the second equation, we obtain

25+ (s+1)=0

which gives s = —1/3. Substitution back into ¢t = s+ 1 gives t = 2/3.
However, when we substitute into the third equation, we obtain

1 2 5
3s—t=3(—=)—==—2#0.
’ (3) 37737
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Thus there are no scalars s and ¢ for which s@ + tb = & is true. This means
that ¢ ¢ Span {CT, 5}, which means that Span {(i, 5} # R* and thus {EL’, 5}
is not a basis for R.

We have shown a specific example of a set of two vectors in R* that is not
a basis for R*°. This certainly does not prove that R* is infinite dimensional.
It only proves that this particular set of two vectors is not a basis for R*>.
However, it is true that there is no finite set of vectors in R* that spans R*.
With some thought, you can probably come up with a proof of this fact. As
a suggestion of how you might come up with a proof, start by trying to prove
that no set of two vectors can span R*°.

Exercise 4.7.11. Let S = {EL', l;} where a, = 3 for all n and b, = (—1)" n?
for alln. Thus

a=(3,3,3,3,3,...)

b=(—1,4,-9,16,-25,...) .

1. Explain why the vector 0 = (0,0,0,0,0,...) is in Span {6, 5}

2. Come up an example of a non—zero vector ¢ that is in Span {c_i, g}

3. Prove that Span {c—i, I;} # R*>.

Exercise 4.7.12. Prove that the set of vectors S = {d’, I;} given in Ezercise
4.7.11 1is linearly independent.

If you have taken two semesters of calculus, you have probably studied
infinite sequences and the concept of convergence of an infinite sequence. An
infinite sequence, @ = (ay,as,as,...) is said to converge if there is a real
number A such that

lim,,_, a, = A.

The number A is called the limit of the sequence @. As an example, if

2n
an = 5=
3n+5

then
2n

lim,, oo @y, = lim,,_yoo ———— =
- T 3n+5

2
3
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Thus @ converges and has limit A = 2/3. An infinite sequence is said to
diverge if it does not converge.

Two important basic facts (from calculus) about convergent sequences
are that the sum of two convergent sequences is convergent and that any
scalar multiple of a convergent sequence is convergent. In other words, if the
sequences a and b both converge, then the sequence @ + b also converges and
if the sequence @ converges and c is any scalar, then the sequence cd also
converges. To be more specific, if @ has limit A and b has limit B, then a + b
has limit A 4+ B and ca has limit cA.

What we have just said in the above paragraph, when stated from the
point of view of linear algebra, is that the set of all convergent sequences,

C = {a € R™ | @ converges}

(which is a non—empty subset of R*>) is closed under vector addition and
also closed under scalar multiplication. Thus C' is a subspace of R*! The
subspace C' is also infinite dimensional. (We will not prove this but perhaps
you can come up with a proof if you think about it.)

We have now seen our first example of an infinite dimensional vector
space, R, and infinite dimensional subspace, C', of R*. It is important
to point out that any infinite dimensional vector space also has finite di-
mensional subspaces. They are easy to construct. If we take any infinite—
dimensional vector space V and take any non-zero vector @ € V, then
Span {d} is a subspace of dimension 1. As a specific example in R, con-
sider Span {d} where @ = (1,2,3,4,5,...). Span{ad} is the set of all scalar
multiples of @, and {a} is a basis for Span {@}. Since this basis contains only
one vector, then dim (Span{a}) = 1.

Exercise 4.7.13. 1. Let @ = (1,2,3,4,5,...) and b = (2,3,4,5,6,...).

—

What is the dimension of the subspace S = Span 3 @, 5} ¢ Ezplain.

—

2. Let a = (1,2,3,4,5,...) and b = (3,6,9,12,15,...). What is the di-
mension of S = Span {6, g} ? Explain.

3. Leté, = (1,0,0,0,0,...), & = (0,1,0,0,0,...) and & = (0,0,1,0,0,...).
(Thus €, has 1 as its first entry and all other entries are 0, etc.) What
is the dimension of Span {€, €y, €3} ¢ Explain.
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4.7.4 Vector Spaces of Functions

In your study of calculus (and courses prior to calculus), you have become
familiar with the concept of “function”. You are probably familiar with
functions such as f(r) = 42* — 3x + 8, which is a polynomial function,
f (z) = 3e*, which is an exponential function, f (z) = 4cos(x), which is a
trigonometric function, and many others. We are going to consider vector
spaces whose vectors are functions. In order to do that, we first need to recall
some basic ideas about the function concept. We will restrict our attention
to real-valued functions of a real variable. These are functions that have
formulas that look like y = f (x) where both x and y are allowed to be real
numbers. In other words, both the input of the function, x, and the output
of the function, y, are real numbers.

First, let us recall what we mean by the domain of a function, f. The
domain of f is the subset of R from which the allowable inputs of f come.
We need to specify the domain of a function as part of the definition of the
function. Suppose that we specify the domain to be some set D, where D is
a subset of R. Then the notation

f:D—R

is used to say that f is a function whose domain is D and whose outputs are
real numbers. As a specific example, suppose that we say that

f:R—>R
is the function defined by the formula
f(z) =42* — 3z +8.

In writing f : R — R, we are stating that the domain of the function is R
and that the outputs of the function are also real numbers.

An important issue that we need to keep in mind when we are studying
vector spaces whose vectors are functions is to carefully consider what we
mean when we say that two functions are equal to each other. We way that
two functions, f and g, are equal to each other if f and g both have the same
domain, D, and f (z) = g (z) for all x € D.

For example, consider the functions f : R —+ R and g : R — R defined
by the formulas

in? (z) + cos® (z)

Q
o
&
~
I
—
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These functions are equal to each other! Why? Because they both have
the same domain (R) and we know from trigonometry that if x is any real
number, then sin’ (z) + cos? (¥) = 1, and thus f (z) = g (x) for all  in R.
We can write f = g.

As another example, consider the functions f : R — R and g : [-1,1] —
R defined by the formulas

@)= o
g(z) =2°

These functions are not equal to each other, because they have different
domains. In this example, it is not correct to write f = g.

As one more example (for those who have taken Calculus II), the function
f:(—=1,1) = R defined by the sum of the power series

fl@)=> a"=1+z+a>+a+-.

n=1
is equal to the function g : (—1,1) — R defined by

1

S l—a

You may recall (from calculus) that the type of infinite series defined by the
formula for f given above is called a geometric series. It converges to the
sum 1/ (1 — x) as long as we insist that x is chosen from the open interval
(—=1,1). If z is not in this interval, then the series diverges and the formula
given for f makes no sense. That is why we have designated the domain of
f to be (—1,1). When we choose z € (—1,1), it is true that f (z) = g (z).
Since we designated the domain of g to also be (—1,1), we can write f = g.
Note that the formula that defines g, which is 1/ (1 — ), is defined for all
real number values of x except x = 1, but writing f = ¢ only makes sense
if we restrict the domain to be (—1,1) because the formula for f does not
make sense otherwise.

g (z)

Exercise 4.7.14. In each part below, a pair of functions, f and g, are given.
Determine whether or not f and g are equal to each other.

1. f:(0,00) = R and g : (—00,0) — R defined by the formulas
f(z) =2’

g(r) =2°.
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2. f:R— R and g : R — R defined by the formulas

f(2) = (a+3)
g(z) =2 + 62+ 9.

3. f:R— R and g : R — R defined by the formulas

f(2)=(z+1)°
g(x)=a>+1.

4. f:R— R and g: R — R defined by the formulas

f (x) = sin (22)
g (z) = 2sin (z) cos (z) .

5 f:(0,00) = R and g : (0,00) — R defined by the formulas

1 1
f(:zc):;— 1+x
1
g(z)::ﬂ—l—x'

Another thing we need to address before giving examples of vector spaces
whose vectors are functions is how we add two functions together and how
we multiply a function by a scalar. This is necessary because when we de-
fine a vector space, we need to define the addition and scalar multiplication
operations on that vector space.

For two functions f: D — R and g : D — R, we define the sum f + ¢
to be the function with domain D defined by the formula

(f+9)(x) = f(2)+g(x). (4.26)

If f: D— R and cis a scalar (a real number), then we define the scalar
multiple c¢f to be the function with domain D defined by the formula

(cf) (x) = cf (z). (4.27)

As specific examples, suppose that f : R — R and g : R — R are the
functions defined by

f(x) =32 -4z +4
g(z) = —42* + 4o + 4.
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Then f + g is the function with domain R defined by the formula
(f+9) (@)= f(x)+g(x) = (327 — 4o +4) + (—42® + 4o +4) = —2° + 8
and 2f is the function with domain R defined by the formula
2f) (z) =2(f (z)) =2 (32° — 4z 4+ 4) = 62 — 8z + 8.

Other things that we need to have on hand if we are to define a vector
space whose vectors are real-valued functions are a zero vector and additive
inverses. As you might guess, the zero vector is the function that is identically
equal to O for all x in the domain D. Since we are using lower case letters to
denote functions, we will use the letter z to denote the zero function. Thus
z: D — R is the function defined by the formula

z(z) =0. (4.28)

It is easy to see that this function serves as an additive identity for vector
addition. If f is any function with domain D, then

f+z=1f.

For any function f with domain D, the additive inverse of f is the function
(with domain D) denoted by — f and defined by

(=) (@) == (f(2)). (4.29)
Having made this definition, we see that for any function f we have
f+(=f) ==
As a specific example, the additive inverse of f (r) = 322 — 4z + 4 is
(—=f) (x) = — (32 —da +4) = =327 + 4o — 4.
We are now prepared to provide examples of vector spaces whose vectors

are functions. Vector spaces whose vectors are functions are often referred
to as function spaces.
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4.7.4.1 The Function Spaces F (D)

Suppose that D is some domain (meaning that D is some specified non—
empty subset of R). We define the vector space F' (D) to be the vector space
whose vectors are the set of all real valued functions with domain D and

whose operations of vector addition and scalar multiplication are as defined
in (4.26) and (4.27). Thus

F(D)={f|f:D~R}.

The zero vector and additive inverses in F' (D) are as defined in (4.28)
and (4.29).

As an example, F' (R) is the vector space of all real-valued functions that
have domain R. It contains functions defined by formulas such as f(z) =
2, f(x) = —3e” +sin(4z) — 12, and f(z) = 47. It is obviously a big
vector space! It is infinite dimensional. Note that F'(R) does not contain
the function f(z) = 1/x because this function is not defined at = = 0.
(Thus the domain of this function is not R.) Also, F'(R) does not contain
the function f(z) = In(x). (Can you explain why?) As another specific
example, F'((0,00)) is the set of all real-valued functions whose domain is
the interval (0,00). This vector space does contain the functions f (z) = 1/x
and f (x) =In(z). (Can you explain why?)

Exercise 4.7.15. In each part below, two functions, f and g, in F (R) are
given. Scalars, ¢ and d, are also given. Compute the linear combination
cf +dg. The first one is done as an example.

1 f(z)=-22>-3z+1,g(x)=—2*—2x—2,c=3,d= 2.
Solution: 3f—2g is the function with domain R defined by the formula
(3 —29) (z) = (3f) (x) — (29) (x)
=3f () — 29 ()
=3(—22" -3z +1) —2 (-2 -2z - 2)
= —42” -5z + 7.

2. f(@)=2*+2-"7,g(xr)=€e"+2,c=-2,d=1

3. f(x) =sin?(x), g(x) =cos®(z),c=1,d=1
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4. f(r)=—2*+3x—-2,g(x)=2>-3z+2,c=1,d=1
5. f(x)=—2*+32—-2,9(x)=0,c=1,d=14
6. f(x)=-32>—2-3,9g(x)=2>-32+2,¢=0,d=1

Exercise 4.7.16. Which of the following functions are in F (R)? If the
function is not in F (R), explain why not.

Lf)=¢
2. f(z)=—122° —To +1
3. f(x) = ol
4o [ @) = 25
()

Example 4.7.4. Let S = {f, g} where f and g are the functions in F (R)
defined by

Ezplain why the function h defined by h (x) =1 is in Span (.S).
Explanation: Because of the trigonometric identity sin® (z)+ cos? (r) =
1, which holds for all real numbers z, we have f(z) + g(x) = h(x) for all

real numbers x and thus we can write

h=f+g

=M f+M)yg

which shows that h is a linear combination of the functions in S and thus

h € Span (5).

Remark 4.7.2. Referring to Example 4.7.4, it is somewhat cumbersome
(as far as having to write so much) when we define a set of functions by
saying S = {f,g} and then giving the formulas such as f(z) = sin?(x)
and g (x) = cos®(x) for f and g. It is easier to just start out by saying
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that S = {sin2 (z), cos? (aj)}, with the understanding that we are taking a
shortcut in writing to save space. Then to show that the function h(x) = 1
is in Span (5), we can just write

1= (1)sin® (z) + (1) cos® (z) for all = € R.

We will write the next example (and future examples) using this convention,
and you can use it in doing the exercises.

Example 4.7.5. In the vector space F (R), let S = {1,z,2° 23} and let h
be the function h(x) = 2 + x — 2. Ezplain why h € Span (S).
Ezxplanation: We see that

h(z)=2)1+ 1)z + (=1)2*+ (0)2* for allz € R

and thus h is a linear combination of the functions in S. Hence h € Span (5).

4.7.4.2 The Function Spaces C" (I)

Some vector spaces that appear in applications, especially in the study of
differential equations, are sets of functions with specified continuity or differ-
entiability. For some given interval I, the set C°(I) is the set of all real-valued
functions that are continuous on the domain I. For example, C°(R) is the
set of all functions that are continuous on the whole real line, and C°(]0, 1])
is the set of all functions that are continuous on the interval [0, 1]. Vector ad-
dition and scalar multiplication in C° (1) are as defined in (4.26) and (4.27).
The zero vector and additive inverses in CY (I) are as defined in (4.28) and
(4.29). Because the sum of continuous functions is continuous and a scalar
multiple of a continuous function is continuous (facts from calculus), the set
CY(I) is closed under both of these operations. Thus C°(I) is a subspace of
F(I).

The set C1(I) is the set of all real valued functions that are at least one
time continuously differentiable on the interval I. (To say that a function
f is continuously differentiable on I means that f is differentiable on I and
that the derivative of f is also a continuous function on I.) You might
remember from calculus that differentiability implies continuity. Hence C*([)
is a subset of C°(I). Furthermore, the sum of two continuously differentiable
functions is continuously differentiable and a scalar multiple of a continuously
differentiable function is continuously differentiable, and that tells us that
C* (I) is in fact a subspace of C° (I).



4.7. EXAMPLES OF VECTOR SPACES 225

Similar notation is used to denote the set of functions having at least a
specific number of continuous derivatives: Elements of C?(I) are functions
that are at least twice continuously differentiable; elements of C3(I) are at
least three times continuously differentiable, and so forth. The elements of
C>(I) are functions that have continuous derivatives of all orders. Many
of the functions encountered in calculus, such as e, cos(x), tan~!(z), and
polynomials are in the vector space C*°(R).

Exercise 4.7.17. Let Fy be the subset of C°(R) of functions that take the
value of zero at zero. That is,

Fo={feC'R)| f(0)=0}.

Determine whether Fy is a subspace of C°(R). That is, either show that Fy
is a subspace of C°(R), or demonstrate that Fy is not closed under vector
addition or scalar multiplication.

4.7.4.3 Function Spaces of Polynomials

If V is any vector space, either finite dimensional or infinite dimensional,
we can always construct a finite dimensional subspace of V' by just choosing
some set of vectors out of V' and forming the span of this set. If V' is a
vector space and S = {7, 7,,..., U} is a finite set of k vectors in V', then
Span (.5) is a subspace of V' with dim (Span (5)) < k. If the set S is linearly
independent, then dim (Span (S)) = k. Otherwise dim (Span (5)) < k.

The function spaces P, are the subspaces of F'(R) defined by

Py = Span {1}

P, = Span {1, z}

Py = Span{l,w,xz}

P; = Span{l,w,x2,$3}
etc.

So, for example, Py consists of all functions that have domain R and are
defined by formulas of the form

p(z) = ap+ a1z + azz’,

where ag, a;, and as can be any scalars. This is the set of all polynomial
functions that have degree 2 or less. (We need to say degree 2 or less because
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if as = 0 then there is no 2? term in the polynomial and that means that
the degree of the polynomial is less than 2.) Likewise P53 is the space of all
polynomial functions that have degree 3 or less. The functions in P3 have
the form

p(z) = ap + ey + ar® + asz’.

Exercise 4.7.18. Explain why Py is a subspace of Ps.

Exercise 4.7.19. Suppose we had decided to define Py to be the set of all
polynomial functions whose degree is exactly 2. This would mean that we
were defining Py to be the set of all polynomial functions of the form

p(z) = ap + a1z + aza®

where ag and ay can be any scalars and ay can be any scalar except 0. Explain
why this choice of definition would result in Py not being a subspace of F (R).

Exercise 4.7.20. Consider the vector space Py.

1. Determine whether the functions defined by the given formulas are vec-
tors in Py.

(a) p(x) =2+ 3x — 2® + 223 + 42*
(b) q(x) =2+ 3z* — 92 + 22

(c) f(z)=—-12+ z + 5z* — 623
(d) r(z) =212 — 42°

2. Let f and g be the functions defined by f(x) = 2z + 2* — 142" and
g(z) = =3 + 42 — 52® + 10z*.

(a) evaluate 2f
(b) evaluate 3g

(c) evaluate f — g
(d) What is the additive inverse of g?

Exercise 4.7.21. Let Py denote the set of all polynomials, p(x) = po +
1T + pax? of degree at most 2 with real coefficients that satisfy p(1) = 0.
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1. Determine which of the following are elements of Pa .

(a) g(z) =2 — 3z — 2*
(b) f(z) =2—3x + 2?
(c) q(z) = 42® + 22 — 6

2. Show that Py, is closed with respect to vector addition and scalar mul-
tiplication.

3. Verify that every element of Pay can be written in the form p(x) =
pi(z — 1) + po(z® — 1). Note that we can say that Po3 = Span{z —
1,z% —1}.

Example 4.7.6. Consider the subset Py of Py containing polynomials p(x) =
po + p1x + pax?® with the property that p(1) = 0 from Ezercise 4.7.21 above.
This set is monempty, in particular it contains the zero vector z(x) = 0 +
0z + 0x2. In Ezercise 4.7.21, you established that Py is closed with respect
to vector addition and scalar multiplication. Hence Pa; is a subspace of Py.

We have defined P, = Span {1, z,2%}. Thus P, is the span of a set of
three functions. It is thus natural to ask whether or not the dimension of P,
is 3. Indeed it is true that dim (Py) = 3, but in order to verify this we need
to show that the set of vectors S = {1, x, x?} is linearly independent. We do
this in the following example.

Example 4.7.7. Let S = {po,p1,p2} be the set of functions defined by
po(z) = 1, pi(x) = = and py(x) = 2. Verify that the set S is a basis
for Ps.

Solution: We already know that Span (S) = Py, because this is how we
have defined Py. Thus we only need to show that S is linearly independent.

This means we need to show that the equation

Copo + C1p1 + Capo = 2

has only the trivial solution co = ¢y = co = 0. The above equation is equiva-
lent to

copo () + cip1 () + cap2 (x) = 2 (z) for all z € R.
Thus the equation that we need to study (and show has only the trivial solu-
tion) is
co (1) 4+ c12 + cex® = 0 for all € R. (4.30)
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If the equation (4.30) is to be true for all x € R, then that means we can
choose any value of x that we like and the equation needs to be true for that
value of x. If we choose x = 0, then we obtain

co(1)+ ¢ (0)+¢2(0°=0

which tells us that we must have ¢y = 0.
Knowing that cg = 0, we now have reduced the problem to studying the
equation
o1 + ez’ =0 for all z € R. (4.31)

Since equation (4.31) must be true for all x € R, then it must be true for
x = 1. Plugging x = 1 into the above equation gives

(1) 4+ (1)*=0

and this tells us that we must have ¢ + co = 0.
Since equation (4.31) must be true for v = —1, we obtain

(=) + e (=12 =0

and this tells us that we must have —c; + ¢3 = 0.
We now have a system of two equations to solve:

01+C2:0
—c1+c=0

and it is easily seen that the only solution of this system of equations is
Cl = Cy = 0.
We have shown that the equation

Copo + C1p1 + Cap2 = 2

has only the trivial solution co = ¢; = ¢ = 0, and thus we have shown that
S is linearly independent. Therefore S is a basis for Py. Since S is a basis
for Py and S contains three vectors, then dim (Py) = 3.

Example 4.7.8. Consider the basis S = {po, p1,pa} for Py consisting of the
vectors po(x) = 1, pi(x) = x and py(x) = 22, in this order, from Ezam-
ple 4.7.7.
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. Identify the coordinate vector, [p|s, for p(x) = 2 — 4z + T2

Identify the coordinate vector, [q]s, for q(x) = =3 + 12z — 5z
Evaluate the sum p(x) + q(x), and find its coordinate vector , [p+ qls.

Compare the sum of the coordinate vectors from parts 1. and 2. with
the coordinate vector found in part 3.

FEvaluate 3p(x), and find its coordinate vector, [3pls. Compare this
result to 3 times the coordinate vector for p that you found in part 1.

Solutions:

We can write p(z) = 2 — 4z + Tx? = 2po(z) — 4p1(x) + Tpo(x). So the
entries of the coordinate vector are these coefficients 2, —4, and 7, in
that order. That is,

[pls = (2,—4,7).
Following the same process,
lq]s = (—3,12,=5).
If we add the vectors p and q, we get
p(z) +q(x) = (2 =3)+ (=4 + 12)x + (7 — 5)2* = —1 4 8z + 222
The coordinate vector for the sum is

p+qls = (—1,8,2).

Now we’re asked to sum the coordinate vectors from R® that we found
in parts 1. and 2.

[p]S + [Q]S = <27 _47 7) + <_37 127 _5> = <_17872>'

When we compare this to the coordinate vector we find in part 3., we
see that they match.
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5. Scaling p by 3 gives 3p(z) = 6 — 12z + 21x2. So
3p]s = (6,—12,21).
If we scale the coordinate vector we found in part 1., we get
3[pls = 3(2, —4,7) = (6,—12,21).
These also match, [3p]s = 3[p]s.

Exercise 4.7.22. Show that the set of vectors S = {1,z,2% 23} is a basis
for P3 = Span {1, x, 22 2*} and hence that dim (P3) = 4 (We already know
that S spans Ps3, by definition).

Hint: Follow the approach used in Example 4.7.7.

In Example 4.7.7 we showed that S = {1,z,2?} is a basis for P, and
hence dim (Py) = 3. In Exercise 4.7.22 you were asked to show that S =
{1,z,2% 23} is a basis for P3 and hence dim (P3) = 4. There is clearly a
pattern here. In general, the set S = {1,z,...,2"} is a basis for P,. Since
this basis for P,, contains exactly n + 1 vectors, then dim (P,,) =n +1

Example 4.7.9. Show that the subset S = {p,q,r} of Py is linearly inde-
pendent, where

plx)y=1—z+2* qx)=2—-2, and r(z)=3+2"

Solution: We need to show that

C1p + Coq + csr = 2

has only the trivial solution ¢y = co = c3 = 0.
This means that we need to show that

ca1p (z) 4+ caq (z) + 37 (x) = 2 (z) for allz € R
has only the trivial solution, which means that we need to show that
a(l-z+2°)+e@-—2)+c(3+2*)=0foralzeR

has only the trivial solution.
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By rearranging the above equation (organizing according to powers of x),
we obtain

(c1+2c3 +3c3) (1) + (=1 — co) @+ (e1 +c3)2® =0 for all z € R.

Now recall that we showed in Example 4.7.7 that the set of functions
{1, 2,2} is a basis for Ps.

This tells us that the all of the weights corresponding to 1, x, and x* in
the above equation must be equal to 0. Therefore we must have

cp + 262 + 303 =0
—C1 — Co = 0.
C1 + C3 = 0

Setting up the augmented matrix and performing row reduction,

1 2 3]0 100]0
~1 -1 0]0 rref 0100
1 0 10 00 10

We see that the system has unique solution ¢, = co = c3 = 0, the trivial
solution. Hence S = {p,q,r} is linearly independent.

Exercise 4.7.23. Determine whether the indicated set is linearly independent
or linearly dependent in the indicated vector space.

1. {14+ z,1—xz} inPy.

2. {1+x,1—x,2—3x} inPy.

3 {1+22% —1+x, -3+ 3z} in Py

4o {-1+2x — 222+ x—22%2+2x —22% 1 + o — 2?2 + 223} in P
5. {7} in Py.

Example 4.7.10. Find the coordinate vector of the function p(r) = —5 +
6z + 6% with respect to the basis S = {1,x,x?}.

Solution: The weights that are used to write p as a linear combination
of the vectors in the ordered basis S are —5, 6, and 6 and thus the coordinate
vector of p with respect to the ordered basis S is

[p]S = <_5>676> .
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Example 4.7.11. Consider the set of functions T = {1,1+z,1 + x + 2}
in Py. Show that T' is a basis for Py. Then find [p|; where p is the function
p(x) = =5+ 6 + 622

Solution: To show that T is linearly independent, we must show that
the equation

col)+a(l+z)+c(l+z+2*)=0 forallz€R

has only the trivial solution.
First we gather like terms in the above equation to obtain

(co+c1+c2) (1) + (e1 + )+ cpr® = 0.

Since S = {1,x, 2%} is a basis for Py, all of the weights in the above equation
must be 0. That is, we must have

cT + ¢ + ¢ = 0
1 + ¢ 0.
Cy = 0

It is easily seen that the only solution of the above system of equations is
co = c1 = co = 0, and this proves that the set T is linearly independent.

To show that Span (T') = Py, we need to show that for any function p (x) =
ag + a1 + asx? in Py, there exist weights ¢y, c1, and cy such that

co(D)+c(1+x)+cy (1+$~|—x2) =ag+ az + axz? for all x € R.
Once again gathering like terms on the left hand side, we obtain
(co+c1+ ) (1) + (c1 + )z + cor® = ag + a17 + axa®.

Since S is a basis for Py, then we know that any element of Py can be written
uniquely as a linear combinations of the functions in S = {1,z,2*}. This
means that the corresponding weights on each side of the above equation must
be equal to each other. That is we must have

cE + a + ¢ = Qo
cp + ¢ = ap .
Cy = Q2
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The above system of equations is easily solved by back substitution to obtain
the unique solution

Co = Qg —

Cl = a1 — Qo

Co = A9.
We have found that p € Span (T') for any p in Py. This, along with the fact

that T s linearly independent, tells us that T is a basis for Py. We have also
found that for any p in Py that the coordinate vector of p with respect to T is

[p]T = <a0 — Q1,01 — G2, CL2> .

In particular (to answer the other question that was asked), if p(z) =
—5 + 6z + 622, then

ply = (=5—6,6—6,6) = (—11,0,6) .
We can check this answer by noting that
—11(1)+0(1+2)+6(1+2+2°)=—5+6x+62> forallz€R
18 true.

Exercise 4.7.24. Consider the set of functions S = {3,1 — x + 22,3 + 3z — 32°}
in Py. Show that S is not linearly independent.

4.7.4.4 Function Spaces Defined by Spans

Similar to what we did in defining the subspaces P,,, we can take any finite set
of functions in F' (R) and note that their span is a finite dimensional subspace
of F'(R). This idea is relevant in the study of Differential Equations and other
areas of Mathematics.

Example 4.7.12. Let S be the set of functions S = {sin (z),cos (z)}. Then
Span (S) is a subspace of F'(R). It is actually a subspace of C* (R) because
the sine and cosine functions have continuous derivatives of all orders. Let
us show that the set S is linearly independent.

Solution: We need to show that the equation

c1sin+cycos = 2
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has only the trivial solution ¢y = co = 0.
This means that we need to show that

cysin (z) 4+ cgcos (x) =0 for all z € R
has only the trivial solution.
Since we require that the above equation holds for all x € R, we can pick
a specific value of x and plug it in. If we plug in x = 0 then we get
c18in (0) + cacos (0) =0
which simplifies to
1 (0)+c(1)=0
and thus we must have co = 0. The original equation 1s now reduced to

cysin(x) =0 for all z € R.

We can plug in © = /2 to obtain

c1 sin (g) =0,

and recalling that sin (7/2) = 1 we see that we must have ¢; = 0. We have
shown that S is linearly independent and is thus a basis for Span (S). We
see that dim (Span (5)) = 2.

Those who have had a course in differential equations may recognize that
Span (S) is the solution set of the linear homogeneous differential equation

y//_i_y:().

What this means is that the functions in Span (S), which are all functions of
the form

y(x) = ¢y sin (x) 4+ o cos (z)
are the complete set of functions that satisfy the above differential equation.

In general, any linear homogeneous differential equation has a solution set
that is of the form Span (S) for some set of functions S in C* (R).

Exercise 4.7.25. Show that the set of functions S = {e%, e?*} is linearly
independent and thus dim (Span (S)) = 2.

Exercise 4.7.26. Show that the set of functions S = {e*,ze®} is linearly
independent and thus dim (Span (S5)) = 2.

Exercise 4.7.27. Show that the set of functions S = {1,sin (x),sin (2x)} is
linearly independent and thus dim (Span (5)) = 3.
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4.7.4.5 The Vector Spaces R" Viewed as Function Spaces

We have now seen several examples of finite dimensional and infinite di-
mensional subspaces of F'(R). We will now come full circle and once again
consider the original vector spaces that we studied — the vector spaces R".
The vector spaces R" can actually be viewed as function spaces. To see why,
suppose we define Dy to be the set Dy = {1,2}. Then F'(D,) is the set of
all real valued functions with domain D,. On the other hand, R? is the set
of all ordered pairs of the form (z1,z3). We can think of (x,x2) as being a
function that assigns the subscript 1 to the real number z; and assigns the
subscript 2 to the number x,. If we call this function f, then f is a function
in F'(D,). As a specific example, the vector (5, —3) in R? corresponds to
the function in F' (D) defined by

f1)=5
F(2) = -3

This function f is the function that assigns the subscript 1 to the number
5 and assigns the subscript 2 to the number —3.

In general, if we define the set D,, to be D,, = {1,2,...,n}, then R" can
be viewed as F'(D,,) with the vector (xy,zs,...,x,) in R™ being identified
with the function

fQ)=mn
f(2) =1z
f(n)=um,

in F(D,). Likewise, defining D, to be the set of all positive integers, i.e.,
Do =1{1,2,3...}, we can identity R* with F' (D).

Viewing R"™ and R*° as function spaces does not do much to help us
understand R" and R*™ any better, but we feel that it is worth pointing out
this connection. Understanding this connection may, if anything, be useful
in helping you to understand the overall concept of function space better.

4.8 Working with Coordinate Vectors

In this section, we examine how we can use coordinate vectors as a tool
that can be applied in working with any finite dimensional subspace of any
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vector space. The basic idea is that if we have an ordered basis, B, for some
subspace, S, of some vector space, V, then each vector, 7, in .S can be written
in a unique way as a linear combination of the vectors in B. The vector of
unique weights used in writing & as a linear combination of the vectors in
B is the coordinate vector of ¥ with respect to B, denoted by [Z],. If the
ordered basis, B, contains k vectors, then dim (S) = k and [Z], is a vector
in R*. If we wish to establish linear independence of a certain set of vectors,
T, in S, then we can actually do this by establishing linear independence of
the set of coordinate vectors of the vectors that make up 7. The advantage
of this is that it allows us to work in R* and hence bring to bear all of the
tools studied in Chapter 2, in particular the tools pertaining to augmented
matrices and row reduction. The main ideas are illustrated in the theorems,
examples and exercises that follow.

Lemma 4.8.1. Suppose that S is a subspace of a vector space V and B =
{ty, ..., U} is an ordered basis of S. If ¥ and y are any two vectors in S
and c is any scalar then

1o [+ s = s+ (7 and

2. [cx]z = c[Z]p.
Proof. We will prove statement 1 and leave the proof of statement 2 as an
exercise. Since B = {uy,..., U} is a basis for S, then every vector in S can
be written in a unique way as a linear combination of the vectors in B. Thus,

there exists a unique set of scalars ¢y, co, ..., ¢, and a unique set of scalars
di,ds, ..., dg such that

T = ciuy + ety + -+ + cply
and
y = dytly + dotlo + - - - + dj .
We thus have [Z]z; = (c1,¢2,...,¢) and [§]z = (di,da, ..., dg). Next we
observe that
T+ = (c1+dg) iy + (c2 + do) Uiy + -+ + (¢ + dy,) Uy
and thus
T4+l =(c1+di,co+do, ... cp+dy)
= {(c1,Co, ...,y + (d1,do, ..., dy)
= [Z]5 + 45
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Exercise 4.8.1. Prove statement 2 of Lemma 4.8.1.

Lemma 4.8.2. Suppose S is a subspace of a wvector space V and B =
{iy, ..., @} is an ordered basis of S. Then Oy is the only vector in S that
has coordinate vector Oy. In other words, the following statement holds for
all vectors ¥ € S:

173 = Oy if and only if T = Oy.
Proof. Suppose that [Z], = 0%. Then
7 = 0ty + Oty + - - + 0.
By statement 3 of Theorem 4.6.1, 0&; = Oy for all i = 1,2, ...k and thus
7 =0y + Oy + - + Oy = Oy

Now suppose that & = Oy. Since B is a basis for S, then there exist weights
C1,C, ..., C, such that

fzclﬁl—i‘CQﬁQ—i—"‘—i—Ckﬁk

and thus
c1ty + cotly + - - + ety = Oy

Since B is linearly independent, then ¢; = ¢o = -+ = ¢, = 0 and thus
T = 0uy + Otlg + - - - + Oty

This tells us that

O]
Theorem 4.8.1. Suppose S is a subspace of a vector space V and B =
{dy, ..., Uy} is an ordered basis of S. Let T = {Zy,%s,..., T} be any set of
vectors in S, and let Cr = {[Z1]g, [To]B, . .., [Tmls} be the set of vectors in

RF consisting of the coordinate vectors of the elements of T with respect to
the basis B. Then T s linearly independent in 'V if and only if Cr is linearly
independent in RF.
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Proof. Suppose that T is linearly independent in V. This means that the
equation

lel + szg + -+ Cmfm = OV
has only the trivial solution. We want to prove that the set of vectors Cr is
linearly independent in R*. To do this, we need to show that the equation

—

C1 [fl]B + CQ[fQ]B + -4 Cm[fm]g = Ok (432)
has only the trivial solution. Using Lemma 4.8.1 (both parts) we see that
a1 + co[@olp + -+ Tl = [c1T1 + oo + - - + Cn 5.

Thus equation (4.32) is equivalent to

—

[lel + Cgfg + e+ Cmfm]lg = Ok
By Lemma 4.8.2 it must be the case that
lel + szg + -+ Cmfm = GV

and we know that (by assumption) this equation has only the trivial solution.
Therefore equation (4.32) has only the trivial solution, and this shows that
the set of vectors Cp is linearly independent in R*. The proof of the fact
that if Cr is linearly independent in R* then T is linearly independent in V
is similar. O

Note what Theorem 4.8.1 is telling us. It is telling us that we can deter-
mine the linear dependence or independence of a set of vectors in some vector
space V by examining the relationship between the coordinate vectors in R*.
This means that we can employ our tools from R*, especially matrices! The
following example provides an illustration of this.

Example 4.8.1. We can use coordinate vectors with respect to the ordered
basis S = {1,x, 22} to show that the subset {p,q,r} of Py is linearly indepen-
dent, where

plr)=1—2+2* qx)=2—-2, and r(z)=3+2>

First, we obtain the coordinate vectors with respect to S for each of the poly-
nomials p,q, and r. These are

pls = (1,—1,1), [gls =(2,-1,0), and |[rls=(3,0,1).
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Theorem 4.8.1 tells us that the linear dependence or independence of these
vectors in R® is equivalent to the linear dependence or independence of {p, q,r}
in Py. One way to investigate the linear independence in R? is to use a ma-
trixz. Using the coordinate vectors as column vectors, and using row reduction

rref

1
-1 —
1

S =N
= O W

1
0
0

o = O
_ o O

The matriz is row equivalent to the identity which shows that the columns—
the coordinate vectors, are linearly independent. We conclude, as we did in
Ezxample 4.7.9, that the set {p,q,r} is linearly independent in Ps.

Exercise 4.8.2. Let B = {E11, E12, Ea1, Ex} be the ordered basis of Moy
where

10 01 0 0 0 0
En—{o 0]7 E12—{0 0}; E21—[1 O]’ E22—{0 1]-

Use coordinate vectors to determine whether the following collection of vectors
18 linearly dependent or linearly independent in Mayo.

11 2 -1 0 2 16
S O B b e PV B T
Because linear dependence and independence can be determined by the
relationship between coordinate vectors in some R¥, we can extend the results

from Lemma 4.3.1 and Theorem 4.3.1 to general vector spaces. In particular,
we have the following lemma.

Lemma 4.8.3. Suppose S is a subspace of a wvector space V and B =
{ty, ..., U} is an ordered basis of S. If T = {vy,¥s,...,0n} is any set
of m vectors in S where m > k, then T is linearly dependent.

This leads to the following theorem that confirms that all bases for a
given subspace of a vector space must have the same number of elements.

Theorem 4.8.2. Letn > 2 and 1 < k < n. Suppose S is a subspace of a
vector space V. and B = {uy, ..., U} is a basis of S. Then every basis of S
consists of exactly k vectors.
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Theorem 4.8.2 provides a rigorous justification for using the term “di-
mension”. For example, we have seen that M,.s has a basis that consists
of exactly four vectors — the set of vectors {E11, Ero, Fa1, Eao} from Exer-
cise 4.8.2. This means that all bases of Msy5 consist of exactly four vectors
and thus we are justified in declaring that

dim(ngz) =4.

Similarly, we know that set {1,z,22 ...,2"} is a basis for P,. This basis
consists of n + 1 elements. Hence

dim(]P’n) =n-+1.

4.9 Additional Exercises

(Jump to Solutions)

1. Prove statement a of Theorem 4.1.2. That is, show that any set of
vectors in R" that includes the zero vector, 0, is linearly dependent.

2. Prove that the set {0,} is a subspace of R" for any n > 2.

3. Prove that if S is a subspace of R", then S must contain the zero vec-
tor, ﬁn

4. Consider the subspace
S = Span{(1,2,1,1),(3,5,3,4),(1,1,1,2),(2,1,1,4)}

of R*. Find a basis for S.

5. Let n > 2; suppose S is a subspace of R" and B = {uy,..., U} is a
basis for S where 1 < k < n. Explain why

—
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That is, explain why the coordinate vector for the zero vector in S
(which is the zero vector in R"™) must be the zero vector in R*.

6. Determine whether the columns of A are linearly independent or lin-
early dependent. If the columns are linearly dependent, find a linear
dependence relation.

1 12
(a) A= -1 0
1 -3 1
1 20 1
2 —4 2 6
BrA=1"9 03 ¢
—3 6 1 -1
[0 3 1
4 7 5
() A=1 5 5 _3
| 5 4 2
3 23
1 01
(A=) 5 55
| -1 8 4

7. Verify that P, satisfies axioms 1-4 and axioms 7-10 of Definition 4.6.1.
(Note that axioms 5 and 6 have already been discussed.)

8. For each statement, indicate whether the statement is true or false.
Give a brief explanation of reason for each conclusion.

(a) If Ais an n x n matrix, then RS(A) = CS(A).

(b) If Ais an n x n matrix, then dim(RS(A)) = dim(CS(A)).

(c) If Ais a 3 x 3 matrix and rank(A) = 3, then the homogeneous
equation A7 = 03 has only the trivial solution.
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(d) The dimension of P5 is dim(IP’5) =5.
(e) If A is an m x n matrix with linearly dependent columns, then

the equation AZ = 0,, must have infinitely many solutions.

(f) If A is an m x n matrix with linearly dependent columns, then
the equation AT = ¢ must have infinitely many solutions for any
¥ in R™.

(g) An element of a vector space is called a vector.

(h) If p is a vector in P, and B is some basis of P4, then the coordinate
vector [p|s is a vector in R®.

(i) For matrix A, if the first three rows of rref(A) are nonzero, then
the first three rows of A are linearly independent.

(j) For matrix A, if the first three column vectors of rref(A) are three
different standard unit vectors, then the first three columns of A
are linearly independent.

9. For each matrix, find bases for the row space, the column space, and
the null space.

12 -1 3

(a) A=1]2 4 —2 6
|14 00
1 2 1
35 0

(b) B = 4 6 —2
|2 3 -1
-2 2 -3 —2 -8

(c) C = 3 =3 3 1 10
2 -2 2 0 4

10. The first three Chebyshev® polynomials are
To(z) =1, Ty(z)==z, and Tp(x)=22"—1.

8Pafnuty Lvovich Chebyshev (1821-1894) was a prominent Russian mathematician.
Some transliterations of his name begins with the letter T, hence the convention of using
T; when naming the polynomials. The polynomials, more accurately called the Chebyshev
polynomials of the first kind, arise as solutions to a specific family of differential equations
and have applications in numerical analysis, signal processing, and other areas.
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Show that the set C = {Tp, 71,12} is a basis for Ps.

11. Suppose A is a 7 x 10 matrix.
(a) If RS(A) is a subspace of R*, what is k7
(b) If CS(A) is a subspace of R*, what is k?
(c) If N(A) is a subspace of R*, what is k?
(d) If rank(A) = 7, find nullity(A).
)

(e) If the homogeneous equation A = 0; has four free variables, what

is dim(RS(A))?

(f) If A is full rank, what is rank(A)? (Recall that full rank means
that the rank is the largest it can be.)

(g) If rank(A) = 4, find nullity(AT).
(h) If rank(AT) = 6, what is dim(CS(A))?

12. Which of the following sets, S, are subspaces of R>*?7 Explain your
answers.

(a) S =Span{(1,3,5,7,...),(2,4,6,8,...)}

(b) S={d={(a,as,as,...) € R®|a,>0foralln=1,23 ...}

(c) S ={de R>|ddiverges} (Note: This question requires knowl-
edge of Calculus II material.)

(d) S ={ae R | all entries of @ are either 0 or 1 or — 1}

(e) S={de R>*| dhas only finitely many non—zero entries}

13. Let S be the set of all functions, f, in C' (R) that are equal to their
derivative. In other words,

S={feC (R | ' =}

(a) Which of the following functions, with domain R, are in the set
S?

i f(z)=2
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ii. f(z)=2a?
i, f(z)=¢€"
iv. f(x)=4e"
v. f(z)=T7
vi. f(z)=sin(x)
vil. f(z) = e

(b) Is S a subspace of C! (R)? Explain.

14. Let T be the set of all functions, f, in C'(R) whose derivatives are
equal to the function z2. In other words,

S={feC'(R)| [ (z) =2"forallz € R}.

(a) Which of the following functions, with domain R, are in the set

S?
i f(x)==x
i. f(x)=a2?
iii. f(z) =23
iv. f(x)=2a%-12
v. f(x)=3a®+27
vi. f(z)=32?

(b) Is T a subspace of C' (R)? Explain.

15. Let K be the set of all functions, f, in C° ([—m,7]) that satisfy
/ f(x) dz = 0.

(a) Which of the following functions, with domain [—m, 7], are in the

set K7
i f(z)==x

ii. f(z)=a2a?

iii. f(z) =23

iv. f(x)=sin(x)
v. f(x)=cos(x
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16.

17.

18.

vi. f(x)=xsin(x)
vii. f(x) =z cos(x)
(b) Is K a subspace of C° ([—,7])? Explain.

Let L be the set of all functions, f, in C? ([—m,n1]) that satisfy

/_if(@dx:x

Is L a subspace of C° ([, 7|)? Explain.

Consider the set of functions

S ={1,¢e"}

in F(R) .
Show that S is linearly independent and is thus a basis for Span (.5).

Determine [7 — 8¢%|.
Consider the set
V ={(x1,29) | 1 € R and x5 € R} .

In other words, V = R2, but we are going to define one of the operations
on V differently than how we defined it for R? in Chapter 1. Thus V
and R? are equal as sets, but not as vector spaces. In fact, the goal of
this problem is to prove that V' is not a vector space!

We will define addition of elements of V' in the usual way: For any
elements Z and 3 in V' we define
T+ g = (r1,22) + (Y1, 92) = (¥1 + Y1, 02 + o) -

However, we will define scalar multiplication in a different way: For
any element ¥ € V and scalar ¢ € R we define

c@ = (0,0).

Explain why V' with the operations defined as we have defined them
above is not a vector space. This is a good exercise in understanding
Definition 4.6.1. (Which of the ten axioms of Definition 4.6.1 does V
satisfy and which of the axioms does it not satisfy?)
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Chapter 5

Linear Transformations

The concept of function is a concept that you are familiar with from previous
mathematics courses you have taken. In calculus, you studied a variety
of functions such as polynomial functions, rational functions, trigonometric
functions, exponential functions, and others. It is at this point in our linear
algebra course that we introduce the function concept in the setting of vector
spaces. However, in the vector space setting we will only consider special
kinds of functions called linear transformations. Roughly speaking, these
are functions that map lines to lines or points. A little less rough (but still
rough) description of a linear transformation is as follows:

A linear transformation, 7', from a vector space V to a vector
space W is a function T : V' — W such that if L is any line in V,
then applying T to L produces a line or a point in W.

Don’t worry if you didn’t understand the above statement when you first
read it. It is just a vague definition that attempts to capture the overall
idea of what a linear transformation is. You know what a vector space is,
but the above statement will make sense to you only after we have given
precise definitions of the terms “linear transformation” and “line”, and you
have had an opportunity to get familiar with these concepts as you proceed
through this chapter and work on the exercises. After finishing your study
of this chapter, you should come back and read the above statement again
and hopefully it will make sense to you at that point!

247
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5.1 General Ideas Pertaining to Functions

If V and W are vector spaces, then a linear transformation, 7', from V to W,
is a function that assigns each vector in V' to some vector in W, but not every
function from V to W is a linear transformation. A linear transformation
is a function that satisfies two properties called linearity properties that are
described in Definition 5.2.1 which is given in Section 5.2. The notation
that we will use to say that 7' is a linear transformation from V to W is
T :V — W. This kind of notation is used when discussing functions in
general (not just linear transformations) and we need to make sure that we
understand it and some ideas and vocabulary related to it before we provide
our definition of a linear transformation.

5.1.1 Domain, Codomain, Images, and Range

In general, if D and C are two non—empty sets and we write f : D — C|
then we are saying that f is a function whose domain is the set D and whose
codomain is the set C'. This means that f takes inputs from the set D and
assigns them (by some rule) to outputs in the set C. So when you see the
notation f : D — C, here is how you should interpret it:

f o D — C . (5.1)
e e
Rule set of all inputs set where outputs live

If z is any element of the domain D, then f (x) denotes the element of C'
that x is assigned to by f. In other words, if x is some element of D and the
function f assigns x to y, then we write f (z) = y. Instead of using the word
“assign” we can use the word “map”. Hence we can either say that f assigns
x to y or we can say that f maps x to y. If f(z) = y, then we refer to y
as the image of x under f. This is illustrated by the schematic diagram
shown in Figure 5.1.

More generally, if S is any subset of the domain D, then we use the
notation f () to denote the set of all images of the elements of S and we call
this the image of S under f. To write this formally (using set notation),
the image of a set .S under f is defined to be

f(S)={yeC|y=f(x) for at least one x € S}.

Written in a more compact form,

f(S)={f(x) |z €S} (5.2)
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e Ll S -f0)

Figure 5.1: y is the image of  under f.

The schematic diagram shown in Figure 5.2 shows a subset, .S, in the domain
D and its image, f (S), in the codomain C'

Figure 5.2: f(.S) is the image of S under f.

In writing the description (5.1), it was not by accident that we said that
D is the “set of all inputs” and that C is the “set where outputs live”.
Depending on how we specify the codomain, C'; it may or may not be the
case that C'is the set of all outputs of the function f. The subset of C that
is the set of all outputs of the function f is what we call the range of f.
The range of f is denoted by Range (f). A formal definition of Range (f) is

Range (f) ={y | y = f (x) for at least one z € D}.

An equivalent (and more compact) way to write the definition of Range (f)
is

Range (f) ={f (z) |z € D}.
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In light of (5.2), an even more compact way to define Range (f) is

Range (f) = f (D).

So when thinking about the concept of range, here is what you should be
thinking:
f D — Range (f) (5.3)

Rule set of all inputs set of all outputs

The schematic diagram in Figure 5.3 illustrates Range (f) = f (D).

Figure 5.3: f(D) is the image of D under f.

You may be asking yourself why it is even necessary to bother with the
idea of a codomain. Once we have specified the domain D and the rule f,
why don’t we just simply write f : D — Range (f) as in (5.3)7 Indeed it is
correct to write this. However, when working with functions, it is often the
case that the range of the particular function that is being investigated is
not immediately obvious. Hence we choose some set, C, that we are sure is
large enough to guarantee that all of the function outputs are contained in
C, and we call this set the codomain. There is not a unique way to specify
the codomain. We just need to be sure that it is a set that contains all of the
outputs of the function. Furthermore, many investigations that arise in both
theoretical and applied problems center around a whole class of functions (not
just one function) that all have the same domain but have different ranges.
But even though all of these functions have different ranges, the ranges are
all contained in some common set C. An example of this type of situation
was seen in Section 4.7.4.1 where we discussed the set F (D) of all real-
valued functions that have some common domain D. When we stipulated
that we were considering real-valued functions, what we were actually doing
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was stipulating that the codomain of each of the functions being considered
was understood to be the set of all real numbers R. The functions in F' (D)
are all real-valued functions but they do not all have the same range. As a
specific example, consider the functions f : R — R and ¢ : R — R defined,
respectively, by

flx) =3
g(z) =22
Both f and g have domain R and codomain R. However, the ranges of these
functions are

Range (f) = f(R) =R
Range (9) = g

Exercise 5.1.1. Determine the range of each of the following functions
f R — R. This exercise requires that you remember some things about
elementary functions that you studied in calculus. All of these functions are
continuous and thus the range of each function is an interval. You should
try to do this exercise without using technology but it is OK if you just graph
the given function using technology and determine the range by looking at the
graph.

The goal of this linear algebra course is not to study the types of functions
that are contained in this exercise. (That is done in calculus.) It is OK if
you skip this exercise (as long as your Instructor says it is OK). The exercise
has been included here to help you to realize that the concept of Range is one
that applies to functions in general - not just the functions we will study in
linear algebra.

The first one is done as an example.

1. f(z)=va?+1
Solution: The function y = z° is an upward-opening parabola with

vertex at the point (0,0). This means that z* ranges over the interval
[0,00) as x ranges over the interval (—oo, 00).

2

The function y = 2%+ 1 is a vertical translation of the function y = x*.

Specifically, it is a translation in the upward direction by 1 unit. Thus
x? + 1 ranges over the interval [1,00) as x ranges over the interval
(_007 OO) :



252 CHAPTER 5. LINEAR TRANSFORMATIONS

IS
T

w
T

N
T

Figure 5.4: Graph of f(z) = va?+1

If we take the square root of any number in the interval [1,00), then
we obtain another number in the interval [1,00). In particular /1 =1
and if x is any number greater than 1, then /x > 1. Thus vz + 1
ranges over the interval [1,00) as x ranges over the interval (—oo, 00).

We conclude that Range (f) = [1,00). The graph of f in Figure 5.4.

2. f(z)=4da
3. f(z) =27

4o f(@)=22—6

5. f(z)=e"

6. [ (x) = cos ()

7. f (x) = [cos ()]
8. f(z)=1- 2

9. f (&) =1 - 22
10. f(z) = /1 — 27

5.1.2 Concepts of Onto, One-to-One, and Invertibility

If f is a function with domain D and designated codomain C, then we say
that f maps D into C. If it happens to be the case that Range (f) = C
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—>

Range(f)=C

Figure 5.5: f maps D onto C.

(i.e., f (D) = C), then we say that f maps D onto C. The situation where
f maps D onto C' is illustrated in the schematic diagram in Figure 5.5.

As a specific example to illustrate the into/onto idea, once again consider
the functions f : R — R and g : R — R defined by

f(x) =3z
g(x) =2
Both of these functions map R into R. f maps R onto R because f (R) = R.
However, g does not map R onto R because g (R) = [0,00) # R.

In addition to the “onto” concept, another important concept pertaining
to functions is the concept of a function being one-to—one. We have defined
Range (f) = f (D) and this means that Range (f) is the set of all elements,
y, in the codomain C such that there is at least one element x € D such that
f (z) = y. Depending on what function, f, we are dealing with, it could be
the case that there is some element y € Range (f) for which there is more
than one « € D such that f (z) = y. If this is the case, then we say that the
function f is not one—to—one. A specific example of a function that is not
one-to—one is the function g : R — R defined by ¢ () = 22. To see why g is
not one-to—one, just observe that g (2) = 4 and g (—2) = 4. The element 4
is in Range (g) = [0, 00) but there are two different elements (2 and —2) in
the domain of g such that g (z) = 4. The schematic diagram in Figure 5.6
illustrates a function that is not one-to—one.

To summarize what we have said in the preceding paragraph: if f: C' —
D is a function and if there is at least one element y € Range (f) such that
f(z1) =y and f (z3) = y for two different elements z; and x5, in D, then
we say that f is not one-to—one. We therefore say that f is one—to—one
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Figure 5.6: f is not one-to-one.

if for each element y € Range (f) there is a unique element x in D such
that f () = y. As a specific example, the function f : R — R defined by
f (z) = 3z is one—to—one because for any element y in Range (f) = R, there
is a unique element x in the domain R such that 3x = y. For example, if
we take the element y = 8 then the only element of R such that f(xz) =8
is © = 8/3 because the only solution of the equation 3z = 8 is x = 8/3.
Contrast this with the function g : R — R defined by g (z) = 2%, which is
not one-to—one: If we take the element y = 8 € R, then there is more than
one solution in R of the equation z2 = 8. This equation has two different
solutions in R, which are z; = V8 and 75 = —/8.

We can nicely summarize the foregoing discussion regarding the concepts
of “onto” and “one-to—one” with the following definition.

Definition 5.1.1. Suppose that D and C' are non—empty sets and suppose
that f : D — C.

1. We say that the function f maps D onto C if for each element y € C,
the equation f (x) =y has at least one solution in D.

2. We say that the function f is one—to—one if for each element y €
Range (f) the equation f (x) =y has a unique solution in D.

Here is another way to interpret Definition 5.1.1 in words, using some
other vocabulary words we have already encountered earlier in this course:

1. The function f : D — C maps D onto C' if for each element y € C|
the equation f (z) =y is consistent.
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2. The function f : D — C is one—to—one if, assuming the equation
f (z) =y is consistent, it has a unique solution.

Functions that are both onto and one-to—one are said to be invertible.
If f: D — (' is both onto and one-to-one, then for every element y € '
there is a unique element x € D such that f(z) = y. In other words, f
is invertible if for all y € C, the equation f (x) = y is consistent and has a
unique solution. If f : D — (' is invertible, then there is a corresponding
function, called the inverse of f and denoted by f~! that “undoes what f
does”. Specifically f~!: C'— D is the function defined by

' (y) = = where z is the unique solution of f (x) = .

We can define invertibility using a definition that is in the spirit of Defi-
nition 5.1.1.

Definition 5.1.2. Suppose that D and C are non—empty sets and suppose
that f : D — C. We say that f is invertible if for each element y € C, the
equation f (x) =y has a unique solution.

The inverse concept is illustrated in the schematic diagram in Figure 5.7.

Figure 5.7: Illustration of f~1!.

The inputs of f~! are the outputs of f and the outputs of f=! are the
inputs of f. When a certain x is put in to the function f, it produces the
output f (x). Then when this f (x) is put in to the function f~!, it produces
the original z. This is summarized as follows: If f : D — C' is invertible,
then

Forallz € D, f'(f(2)) =2
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and
Forallz € C, f (f’1 (ac)) = .

Also, observe that if f is invertible, then the domain of f~! is the range of f
and the range of f~!is the domain of f.

5.1.3 Examples and Exercises

We will end this section with some examples illustrating the onto, one-to—
one, and invertibility concepts and some exercises that should help you mas-
ter these concepts. Our first two examples will use functions from calculus,
which are non-linear functions, but then we will switch to examples that use
linear functions from a vector space R" into a vector space R™. (We have
not yet defined what the terms “non—linear function” and “linear function”
mean, but we will do that in the upcoming section.) After these first two
examples, and for the rest of this chapter, we will not give any more exam-
ples involving non—linear functions. You will probably find that the examples
involving the non-linear functions are “harder” than the ones involving the
linear functions. The reason is that the concepts of onto, one-to—one, and in-
vertible involve studying equations of the form f (x) = y and these equations
can be difficult to study if f is a non-linear function such as f () = sin (z).
However these equations are much easier to study if f is a linear function
such as f(z) = 3z. In fact, one of our main focuses in this course so far
has been to study equations of the type f (Z¥) = ¢ where the function f is
defined by f (Z) = AZ where A is some given matrix. For those who wish to
skip Examples 5.1.1 and 5.1.2 and Exercises 5.1.2 and 5.1.3 (assuming your
instructor says it is OK to skip them!), you can resume reading with Example
5.1.3. We have chosen to include Examples 5.1.1 and 5.1.2 to emphasize that
the concepts of onto, one—to—one, and invertibility apply much more broadly
beyond linear algebra.

Example 5.1.1. Consider the function f : R — R defined by f (z) = z*.
This function has domain R and has range

Range (f) = f (R) = [0,00).

f does not map R onto R because Range (f) # R. In addition, f is not
one—to—one because f(2) = f(—2) = 4. (Thus two different inputs of f give
the same output.)
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We will now “fix up” the definition of f by changing the domain and
codomain, keeping the formula the same. This will result in the “new” func-
tion f being invertible.

Let f be the function f : [0,00) — [0,00) defined by f (x) = x*. This

function has domain [0,00) and has range

Range (f) = f([0,00)) = [0,00)

In addition f is both onto [0,00) and one—to—one. It is onto [0,00) because
for any choice of y € [0,00), the equation z* = y has a solution in [0,0).
In fact such a solution is unique. For example, the unique solution of the
equation x® = 9 that lies in the domain of f is x = 3. Since x> = y has a
unique solution for each y in Range (f), then f is invertible. The inverse of
f 1s what we call the square root function. It is the function

(@) = Ve
Writing V32 = 3 is the same as writing f~ (f (3)) = 3.
2
Writing <\/§> = 3 is the same as writing f (f_1 (3)) =3.

Example 5.1.2. Consider the function f : [—E,%} — [=1,1] defined by

Range (f) = f (|-5:5]) = =111
We have purposely chosen the domain and codomain to make f be both onto
its codomain and one—to—one. By looking at the graph of f which is shown
in Figure 5.8, it can be seen that for every y in the codomain [—1,1], there
1S a unique x in the domain [—g, %} such that f (x) =y. This tells us that
f s invertible.
The inverse of this function is the inverse sine function which is denoted
either by sin™! or by arcsin. As a specific example, since

/T V3
(f) -2

(V)
sin Dy —g.

then
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Figure 5.8: f(z) = sin(x).
Note that it is also true that

.2 V3
sim| — | = —,
3 2

sin™! ﬁ :2_7r'
2 3

That is because the number 27 /3 does not lie in the in the interval [

but is is not true that

-%.3]
There is only one number, x, in the interval [—%, %} for which sin (x) = v/3/2
and that number is x = 7 /3.

Exercise 5.1.2. In calculus (or perhaps in a precalculus course), you learned
that the inverse of an exponential function is a logarithm function. This
exercise should help you to understand the process of deriving that idea.

Let f: R — (0,00) be the function f (x) = e”.

1. Draw the graph of f (either by hand or using technology).

2. Do you see that f maps R onto the interval (0,00) and that f is one—
to—one?

3. The inverse of [ is called the natural logarithm function and is denoted
by “In” or “log,”. What is the domain of f~1? What is the range of

fe
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4. Fill in the blanks:
In(e*) = forallze _______

and
@ =g foralleze .

Exercise 5.1.3. Let f: D — R be defined by the formula

1. What is the largest possible subset of R that you can choose for the do-
main, D, such that this formula makes sense (meaning that the formula
produces a real number for all x € D)?

Draw the graph of [ (either by hand or using technology).
Using the domain, D, that you designated in part 1, what is Range (f)?

Do you see that f maps D onto its range and that f is one—to—one?

S

Find the formula for f=*.

Example 5.1.3. Let f : R — R be the function defined by f (z) = bx. If we

take any number y in the codomain R, then the equation
5T =y

has a unique solution in the domain R. Thus f is invertible.
The unique solution of 5r =y is

and this tells us that the inverse of f is the function f~': R — R defined by
1
—1 _ -
7 (z) = 2
Here is a check that this is correct: For any x € R we have
1 1

FHf () = S (@)= (0) =z
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and
1

P ) =55 @) =5 (o) ==

Clearly, if we take any constant a with a # 0, then the function f : R —
R defined by f(x) = ax is invertible and the inverse of f is the function
f~': R — R defined by

) =t

What if a = 02 The function f : R — R defined by f(x) = Ox does
not map R onto R because Range (f) = {0} # R. In addition, f is not
one—to—one because, for ezample f (12) =0 and f (—37) = 0.

Example 5.1.4. The previous ezample considered functions f : R — R that
have the form f (z) = ax where a is a given constant. Throughout the rest
of this chapter, we will consider functions of this form, except where A is a
matriz! This is our first ezample.

Let A be the matrix
0 -1
=[]

and let T : R?> — R? be the function defined by
T (%) = A%,
Some questions we would like to answer are
1. What is Range (T") ?
2. Does T map R* onto R??
3. Is'T one-to—one?

4. Is T invertible and, if so, what is T—%

We are going to answer question 4 first (because the answer to question
4 will provide the answers to all of the other questions). We know that T is
invertible if any only if the equation

—

A =g

has a unique solution for every choice of ¥ in the codomain R%. We know
that this will be true if and only if both every row and every column of A has
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a piwot. Since A is a square matriz (size 2 x 2), this will be true if and only
if rref (A) = Iy. It is easy to check that it is indeed true that rref (A) = I.
Hence T is invertible.

Since T is invertible, then T maps R* onto R? (which tells us that Range (T) =
R?) and T is also one-to—one.

Can you guess what the formula for T—1 is?

In Example 5.1.3, we saw that if a # 0, then the inverse of the function

f(z) = ax is the function f~' (z) = Lo = a™'x. Perhaps not surprisingly,

the inverse of T (¥) = AZ is
T7'(z)= A7
To see why this is so, note that for any T in R?, we have
THT (%)) = A1 (A%) = (A_lA) T=0Li=17

and likewise
T(T7' (%) =1

Example 5.1.5. Let A be the matriz
=0 0]
and let T : R?> — R? be the function defined by
T (%) = AZ.
Some questions we would like to answer are
1. What is Range (T) ?
2. Does T map R* onto R*?
3. Is'T one—to—one?
4. Is T invertible and, if so, what is T—1?

The matriz A has reduced row echelon form and we see that

rref (A) = A # L.
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Since not every row of A has a pivot, then there are some vectors i in R?
for which AT = i is inconsistent. This tells us that T does not map R? onto
R2.

Since not every column of A has a pivot, then even if A¥ = i is consistent
(which will be true if ¥ € Range (T')), it has infinitely many solutions. This
tells us that T' is not one—to—one.

Clearly T is not invertible.

What is Range (T') ¢ We know that Range (T') is the set of all outputs of
T. In other words,

Range (T) = {AZ | ¥ € R*}.

Hence Range (T') is precisely the column space of the matriz A. We know
that the column space of A is the span of the pivot columns of A. Thus

Range (T') = Span {(1,0)} .

Example 5.1.6. Let A be the matrix

3 2 1
A= {3 ~1 -1 }
and let T : R?> — R? be the function defined by
T (¥) = AZ.

We can immediately see, due to the fact that A has more columns than rows,
that it is not possible for the equation AZ = ¢ to have a unique solution (even
if AZ =1 is consistent). Thus T is not one—to—one. This tells us that T is
not invertible.

Since

wet(a) = o 1 ]

we see that every row of A has a pivot. This tells us that T does map R3
onto R2.

Finally, since Range (T') is the column space of A, and since we know
that the column space of A is the span of the pivot columns of A, then

Range (7') = Span {(3,3), (2, —1)}.
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Example 5.1.7. Let A be the matrix

and let T : R?> — R? be the function defined by
T(7) = AZ.

Since not every row of A has a pivot, then there are some § € R? for
which AZ = ¥ is inconsistent. This tells us that Range (T') # R3 and hence
T does not map R? onto R3. Hence T is not invertible. Also

0

)

1
rref (A)=| 0 1
00
showing that all columns of A have a pivot. Therefore T is one—to—one.
The range of T is
Range (T) = Span {<27 _]-7 0> ) <07 ]-7 _2>} :

Exercise 5.1.4. For each of the mxn matrices, A, given below, letT : R™ —
R™ be the function defined by T (Z) = AZ. Answer each of the questions for
each one. FExplain your answers. Studying the above examples will help you
see how you should explain your answers.

a) What is the domain of T'?

b) What is the codomain of T'?

¢) Does T map R™ onto R™?

d) Is T one-to—one?

e) Is T invertible? If it is, then what is T~ %

f) Describe the range of T as the span of some set of vectors in R™.

1.
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—4 -4 -1

1

A=[4 2]

10.
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Exercise 5.1.5. Explain why if A is any m x n matriz and T : R* — R™ 1is
the function defined by T (¥) = AZ, then 0, € Range (T).

Exercise 5.1.6. Suppose that A is an m X n matriz and suppose that T :
R™ — R™ is the function defined by T (¥) = AZ.
Explain why if m # n, then T is not invertible.

Exercise 5.1.7. Let Myyo be the set of all 2 x 2 matrices with real number
entries. Let f: Mayo — Mayo be the function defined by f (A) = rref (A)

1. Does f map Msyo onto Myys? Ezplain.

2. Is f one-to-one? Fxplain.

5.2 Linear Transformations from R" to R™

For the rest of this chapter we will focus on a certain class of functions called
linear transformations. These are functions whose domains and codomains
are vector spaces and which satisfy two requirements which are given in Def-
inition 5.2.1 below. We will start by focusing only on linear transformations
that have domain R" (for some n) and codomain R™ (for some m). In Sec-
tion 5.6, we will generalize and study linear transformations whose domain
and codomain can be any vector space. For notation, we will use capital
letters such as T' to denote linear transformations.

Definition 5.2.1. A linear transformation from R™ to R™ 1is a function
T : R"— R™ that has the properties:

1. If Z and § are any two vectors in R", then T (¥ + ) = T (Z) + T (¥).
2. If & is any vector in R™ and c is any scalar, then T (cX) = T (Z).

Properties 1 and 2 of Definition 5.2.1 are usually referred to as linearity
properties. Any function, 7', that satisfies Properties 1 and 2 is called
a linear function (we actually use the name “transformation” instead of
“function” in linear algebra) and any function that does not satisfy Properties
1 and 2 is called a nonlinear function. (See Exercise 3 in the Additional
Exercises, Section 5.8, for a nuance regarding use of the terms “linear” and
“nonlinear”.)
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In the introductory section of this chapter (page 247), we stated a rather
crude definition of what a linear transformation is — saying that a linear
transformation is a function that maps lines to lines or points. Upon your
first reading of Definition 5.2.1, it is probably not at all clear to you that this
definition describes a kind of function that maps lines to lines or points. If you
find the definition to be mysterious or as having come from “out of the blue”,
then that is normal. Any time we are introduced to a new mathematical
concept and this introduction comes from reading a definition, we usually
can’t really grasp the definition until after we have had the opportunity to
work with it using concrete examples. We will do that in Section 5.3. After
reading some examples and working some exercises, you will hopefully be
convinced that Definition 5.2.1 contains precisely the right ingredients (no
more or no less) to define a class of functions that map lines to lines or points.

We have already seen some examples of linear transformations in Section
5.1.3. The functions that were studied in Examples 5.1.4, 5.1.5, 5.1.6, and
5.1.7, and the functions that were studied in Exercise 5.1.4 were all functions
defined by formulas of the form 7' (Z) = AZ where A was a given matrix.
These are all linear transformations. The fact that any function of the form
T (¥) = A% is a linear transformation is stated in the following lemma. The
proof of the lemma relies on the matrix algebra properties that were studied
in Chapter 3.

Lemma 5.2.1. Suppose that A is an m X n matriz. Then the function
T :R"— R™ defined by T (¥) = AT is a linear transformation.

Proof. In order to prove that T is a linear transformation, we need to show
that T (#) = AZ satisfies both of the linearity properties stated in Definition
5.2.1.

First we will verify that Property 1 is satisfied: Let & and i be any two
vectors in R". Then

T(F+7)=AE+7) = AT+ Aj =T (Z) + T (i)

Next we will verify that Property 2 is satisfied: Let & be a vector in R"
and let ¢ be a scalar. Then

T (c¥) = A(cX) = ¢ (AZ) = T (Z).
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Lemma 5.2.1 tells us that every function of the form 7' (¥) = AZ, where A
is a matrix, is a linear transformation. Our first big theorem regarding linear
linear transformations is that the only linear transformations 7' : R* — R™
are functions of the form T' () = AZ. The theorem also tells us how to find
the matrix A.

Theorem 5.2.1. Suppose that T' : R* — R™ is a linear transformation.
Then there is a unique m xn matriz A, such that T (Z) = AZ for all ¥ € R™.
Furthermore, the matriz A is the matriz whose column vectors are

Col, (A) = T (&)

where € = {€1,€5,...,€,} is the standard basis for R™.

Proof. Suppose that T': R" — R™ is a linear transformation.
Let & = (x1, 2, ..., x,) be some arbitrarily chosen vector in R".
Then

T = X161 + T2€y + -+ + T, €.
Since T is a linear transformation, we can use the linearity properties to
compute T (Z). We obtain
T (%) =T (x1€1 + x2€5 + - - - + Tp,€,) (5.4)
=T (z1€1) + T (2262) + - - - + T (x,€,)
= 1T (€1) + 22T (€3) + - - - + 2, T (€,) .
Now define A to be the m x n matrix whose column vectors are
Col; (A) =T (€)) . (5.5)

By looking at the calculation done in (5.4), we see that T (Z) is a linear
combination of the column vectors of A using the entries of ¥ as weights.
Therefore T (Z) = AZ.

We have shown that the matrix A defined by (5.5) is such that 7' (¥) = AZ
for all ¥ € R™. We still need to prove that this matrix A is the only matrix
for which this is true. Thus, suppose that B is some m X n matrix such
that T'(Z) = B« for all ¥ € R". Then for any standard basis vector €},
j=1,2,...,n, we have T (€;) = Bé; and thus

Since Col; (B) = Col; (A) for all j =1,2,...,n, then B = A, which is what
we wanted to prove.
O]
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Theorem 5.2.1 really says a lot. It not only tells us that every linear
transformation 7' : R" — R™ has the form but T (Z) = AZ, but it also tells
us how to find the matrix A. To find the matrix A, we only need to evaluate
the linear transformation 7" at each of the basis vectors in the standard basis
E ={é1,e,,...,e,}. This means that a linear transformation is completely
determined by what it does to the standard basis vectors! We will refer to
the unique matrix A such that 7' (Z) = AZ for all ¥ € R" as the standard
matrix of T or simply as the matrix of T". Since A is uniquely determined
by T, you may be wondering why we would ever bother to use the word
“standard” when referring to this matrix. Why not just call the matrix A
“the matrix” for 77 There are no other matrices, B, such that T () = B«
for all ¥ € R™. The only matrix that works for this purpose is A. We can
and will refer to A as “the matrix” of T', but the reason we may sometimes
want to call A “the standard matrix” for 7" is because we use the standard
basis, £, of R" to find A. As we will see, we can also use any basis, B, of
R™ (not just the standard basis) to determine a linear transformation, and
in doing so we get another matrix that is related to 7" in a way that we will
later make precise.

Example 5.2.1. Let T : R? — R? be the function defined by
T ((x1,72)) = (=72, 71) . (5.6)

Use Theorem 5.2.1 to find the matriz A such that T (¥) = AT for all ¥ € R%.

Solution: Theorem 5.2.1 tells us that the matriz A is the matriz whose
columns are Col; (A) = T (€;) where £ = {€1,é2} = {(1,0),(0,1)} is the
standard basis for R?. Using the formula (5.6), we obtain

T(_’l) = T(<170>) = <_O7 1> = <O7 1>
T(e2) =T((0,1)) = (=1,0)
Thus the matrixz for T s
0 -1
=[]

To check that this is correct, we need to check that T (¥) = AT for all ¥ € R.
If we take any T = (x1,z2) in R?, then

T(%) =T ((x1,72)) = (—x2,21)
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and
AZ = x1 Coly (A) + 22 Coly (A)
=21 (0,1) + 29 (—1,0)
= (0,21) + (—x2,0)
= (—x9, 1) .
This verifies that T (Z) = AZ for all T in R?.
Exercise 5.2.1. Let T : R? — R? be the function defined by

T (<l‘1, x2>) = <33'1 — T2, 233'1) .
Use Theorem 5.2.1 to find the matriz A such that T (¥) = AT for all ¥ € R%.

Recall that if A = [a;;] is an m X n matrix and & = (21, 22,...,2,) is a
vector in R", then

AZ = (Row; (A) - Z,Rows (A) - Z,....Row,, (A) - 7).

This tells us that if T : R™ — R™ is the linear transformation that has matrix
A, then

T (¥) = (Rowy (A) - Z,Rowsy (A) - 7, . ... Row,, (A) - T) .
Since, for any ¢ = 1,2, ..., m, we have
Row; (A) - T = an®1 + aox2 + - -+ + ainy,

we see that each entry of the vector T' (Z) is a linear expression in the variables
x1,%9,...,T,. This makes it easy to recognize which formulas give linear
transformations and which do not. For example, just by glancing at the
formula

T ((x1,x2)) = (221 + 4a9, =321 + T29) ,

we can see that 7" is a linear transformation, because the components of 7" (Z)
are defined to be 2x1 +4x5 and —3x1 4+ 7xo, which are both linear expressions
in the variables x; and z,. Likewise, we can just glance at the formula

T (<f]31, 1'2)) = <2£B1 — 61‘2, —3513'% + 51’2> ,

and see that this is not a linear transformation because the second component
of T (Z) is —3x3 + 5xo and this is not a linear expression in x; and x5 (due
to the fact that we see 2% in the expression).
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Exercise 5.2.2. Determine whether or not each of the following expressions
defines a linear transformation T : R — R™ (for appropriate m and n).

1. Xy, ZE2>) < 41‘1 — 45(72, —51‘1 + 31‘2>

T ((

2. T (w1, 2, 23)) = (21, — 22 + 75.0)
T ((x1, 25)) = (1, 622, —31)
T((

x1, o)) = (1,6)

5. T ({x1, 32, 23)) = <\/95%+$—%+$§70>

6. T ((x1,22)) = (b1 — 33, 925)

7. T ({x1,22)) = (0,0)

8. T ((x1,m9,x3,24)) = (1 — T2 + T3 — 4y, 21 — 224, 3T9 + X3)

Exercise 5.2.3. Fach of the functions T : R" — R™ given below is a linear
transformation (for some approriate values of n and m). Use Theorem 5.2.1
to find the matriz A such that T (¥) = AZ for all ¥ € R™.

1. T ({x1,22)) = (x1,0)

2. T ({x1,x9)) = (—x1,x2)

3. T ((x1,29)) = (221, 272)

4. T ((z1,x9)) = (221, —3x3)

5. T ((x1,22)) = (T2, x2)

6. T ((z1,22)) = (31 + 320, 321 + 222)

7. T ({(x1,22)) = (—4xy, —2x1 + x3)

8. T ((x1,m9,x3)) = (8x1 — 4xg + x3, —4x1 + 33,321 + T2 — Dg)

9. T ((x1,m9,x3)) = (=Txy + by, —4x) + 29 + T3)
10. T ({(x1, 9, x3)) = (—8x2 + w3, —bx1 + 229 — 63,371 + 629 — 8x3, —271 + Twy — TX3)
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We conclude this section with a theorem that states a simple basic prop-
erty of all linear transformations 7' : R — R™.

Theorem 5.2.2. If T : R* — R™ is a linear transformation, then
7 (0,) = 0.

Proof. It T': R* — R™ is a linear transformation, then we know by Theorem
5.2.1 that there is a (unique) m x n matrix A such that 7' (¥) = AZ for all ¥
in R". Plugging in ¥ = 0,,, we obtain

T <6n> — A0, =10,
0

The fact that T’ <6n) = 6m must be true for any linear transformation is

important. For one thing, it tells us that the vector 0,, is always in Range (T').
In other words, the homogeneous equation T'(¥) = 0, is always consistent
because it has at least the trivial solution & = 0,. As you might suspect
based on your experience so far in this course, it is a question of interest to
ask whether or not the equation T'(Z) = 0, has any non-trivial solutions.
If it does, then the linear transformation 7" is not one-to—one and hence not
invertible. We will consider this and related issues in the upcoming Section
5.2.1.

5.2.1 Fundamental Subspaces of Linear Transforma-
tions

In Section 4.2.1, we discussed the four fundamental subspaces of an m x n
matrix, A. Two of these subspaces are the column space of A and the null
space of A.

The column space of A, denoted by CS (A), is defined to be

CS (A) = Span{Col; (A),Coly (A),...,Col, (A)}.

Since the column space of A is the span of the column vectors of A, then an
equivalent way to define the column space of A is

CS (A) = {A7| 7 € R"}. (5.7)
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The null space of A, denoted by N (A), is defined to be the set of all
Z € R" such that A¥ = 0,,,. Thus

N (A) = {:fe R"| Afzﬁm}. (5.8)

CS (A) is a subspace of R™ and N (A) is a subspace of R" and in Section
4.5, we presented the Fundamental Theorem of Linear Algebra, part of which
tells us that the sum of the dimensions of CS (A) and N (A) must be n. Thus
it is true for any m x n matrix, A, that

dim (CS (A)) + dim (N (A)) = n. (5.9)

When we are considering a linear transformation 7" : R — R™, the
concept that is analogous to column space is the concept of range! Recall
that Range (T') is defined to be

Range (T) ={T (¥) | Z € R"}. (5.10)

By looking at the definition of column space given in (5.7), we see that if A is
the matrix of 7', meaning that 7' (¥) = A% for all ¥ in R", then the definition
of Range (T') given in (5.10) is identical to (5.7). Thus

Range (T)) =CS (A).

The linear transformation concept that is analogous to the concept of the
null space of a matrix is one that we have not yet defined, but it is what you
may suspect. It is the set of all vectors # € R" such that T (Z) = 0,,. We
call this set the kernel of T" or the null space of T'.

Definition 5.2.2. For a linear transformation T : R" — R™, the kernel of
T (also called the null space of T) is defined to be

ker (T) = {7 € R" | T(#) = O } .

As can be seen by looking at (5.8), if A is the matrix such that T' (¥) = AZ

for all ¥ € R™, then
ker (T) = N (A).

We know that N (A) is subspace of R™ and hence ker (T') (which is the
same thing as N (A)) is a subspace of R, and we can translate the second
statement of the Fundamental Theorem of Linear Algebra (Theorem 4.5.1),
which is the statement given in (5.9), to make a corresponding statement
that applies to linear transformations.
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Theorem 5.2.3. Suppose that T : R* — R™ is a linear transformation.
Then
dim (Range (7")) + dim (ker (1)) = n.

In Section 5.4, we will prove that any linear transformation, 7', maps lines
to lines or points. We will see that the subspace ker (T') plays an interesting
role in determining whether a particular line is mapped by 7' to a line or to
a point. An important connection between Range (7") and ker (") and the
concepts of onto and one-to—one is given in the following corollary.

Corollary 5.2.1. Suppose that T : R® — R™ 1is a linear transformation.
Then

1. T maps R™ onto R™ if and only if dim (Range (T')) = m and
2. T is one to one if and only if dim (ker (T")) = 0.

Proof. Suppose that T maps R™ onto R™. This means that Range (T') = R™
and we conclude that

dim (Range (7)) = dim (R™) = m.

Conversely, suppose that dim (Range (7)) = m. Since Range (T) is a sub-
space of R™ and since the only subspace of R™ that has dimension m is R™
itself, then Range (T') = R™, which means that 7" maps R™ onto R™.

Suppose that 7" is one to one. Then the equation T (Z) = 0, has only
the trivial solution # = 0,. This means that ker (T) = {6n} and hence
dim (ker (7)) = 0.

Conversely, suppose that dim (ker (T")) = 0. Then, by Theorem 5.2.3, we
know that dim (Range (7)) = n. Since the matrix, A, that defines T is an
m x n matrix and Range (T") is the column space of A, then the column space
of A has dimension n, which means that every column of A is a pivot column
and hence T is one—to—one. ]

We now provide an example and some exercises that illustrate Theorem
5.2.3.

Example 5.2.2. Let A be the linear transformation defined by

T (<l’1, $2>) = <£L’1 + 31‘2, 3331 + 9$2> .
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We will illustrate Theorem 5.2.3 for this transformation.
First we note that the

T( ,0)) = <17 >

T ((0,1)) = (3,
and thus the matriz of T is

1 3
A= {3 ’ ]
Since
rref (A) = [(1) 3],

we see that

Range (T') = CS (A) = Span {(1,3)} .
In addition we see that
ker (T) = N (A) = Span {(—3,1)}.

Hence
dim (Range (7)) + dim (ker (7)) =1+ 1= 2.

Exercise 5.2.4. [llustrate Theorem 5.2.3 for the linear transformations T :
R™ — R™ given in 1-5. Specifically,

a) Find the matriz, A, of T.

b) Find Range (T') and write it in the form Range (T') = Span { basis vectors}.
c) Find ker (T') and write it in the form ker (T') = Span { basis vectors}.

d) Verify that dim (Range (7)) + dim (ker (7)) = n.

1. T ((x1, 22)) = (3w + 4o, 422)

2. T ({(x1,x9)) = (21, 511)

3. T ({(x1, w9, x3)) = (x1 + o + T3, 1 + To + T3, 71 + To + T3)

4T

T, X9, T3,x4)) = (51 + Txy — 3x3 — 224, 621 + 229 + T3 + 224)
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5. T ((x1,x9,23)) = (0,0,0,0,0).
Exercise 5.2.5. Suppose that T : RS — R3 is a linear transformation.

Ezplain why it is not possible that ker (T') = {66}.

Exercise 5.2.6. Suppose that T : R* — R is a linear transformation.
Explain why it is not possible that Range (T) = R®.

Exercise 5.2.7. Suppose that E : R* — R* is the identity transforma-
tion, which is defined by E (¥) = ¥ for all ¥ € R*. What are the dimensions
of Range (E) and ker (E)?

Exercise 5.2.8. Suppose that Z : R* — R* is the zero transformation,
which is defined by Z (¥) = 04 for all ¥ € R*. What are the dimensions of
Range (Z) and ker (Z)?

5.3 Visualizing Linear Transformations

Our understanding of a function is enhanced if we can draw a picture of the
function. For example. if we just say that f is the function

f(x) = sin(z),

then all we see is a formula. But if we draw the graph of this function (shown
in Figure 5.9), then the function comes alive.

1.0
-4 -2 ud ud *
) \/ \]
1.0

Figure 5.9: f(x) = sin(z)

y

The graph gives us the “big picture” of f () = sin (x). In a glance, we can
see that the maximum value of the function is 1 and that the minimum value
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if —1. We can see that the graph of the function is smooth (differentiable)
and that it oscillates repeatedly between the values 1 and —1. We can see
that the graph crosses the x axis infinitely many times and hence we know
that the equation sin (z) = 0 has infinitely many solutions in R. As the old
saying goes, “a picture is worth a thousand words.”

Linear transformations are functions, and at the beginning of this chap-
ter we introduced the topic of linear transformations by saying that linear
transformations are functions that map lines to lines or points. “Lines” and
“points” are things we can draw pictures of, so might we somehow be able to
draw a picture of a linear transformation? If so, then that should help us bet-
ter understand how linear transformations behave, just as drawing the graph
of f(z) = sin(z) helps us to understand how that function behaves. The
good news is that we can draw pictures that help us understand the behavior
of linear transformations but, as experience has taught us, we should proba-
bly not try to stretch out artistic abilities too far. We should probably limit
our efforts to trying to draw pictures of linear transformations 7' : R? — R2.
That is what we will do in this section. So let us now embark on the effort
to make some linear transformations “come alive”.

Something that we are going to find to be useful in drawing pictures of
linear transformations 7' : R? — R? is Theorem 5.2.1, which tells us that
such a linear transformation is completely determined by its action on the
standard basis vectors €; = (1,0) and €, = (0,1). If we are given 7' (€;) and
T (€,), then we immediately know that the formula for T is

T (%) = AZ for all ¥ = (1, 75) in R?
where A is the 2 x 2 matrix such that

Col, (A)

T (1)
COIQ (A) e

T(qg) .

In the examples we are about to present, we will make use of this fact, but
we will also employ the more elementary “hands—on” approach of just choos-
ing some selected vectors and plotting their standard representatives along
with the standard representatives of their images under 7. Studying these
examples and working some exercises should help you get more comfortable
with linear transformations. In particular, you should begin to see why the
word “transformation” is a good word to describe what these functions do.
They “transform” vectors in R? into other vectors in R?.
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5.3.1 Example: A Rotation Transformation
We will begin by studying the linear transformation 7" : R? — R? defined by

T ((x1,x9)) = (—x2, 1) . (5.11)

Let us get comfortable with the basic idea of how we can start drawing a
picture of this function by picking vectors in the domain and plotting them
along with their images in the range.

If we (randomly) choose the vectors (1,0) and (4, —2) in the domain, we
see that their images under 7" are

T((1,0)) = (0,1)

and
T((4,-2)) = (2,4)

We can draw a picture illustrating the fact that 7' ({1,0)) = (0,1) by draw-
ing the standard representative of the input (1,0) in black and drawing the
standard representative of the output (0, 1) in red. (Or you may choose other
colors if these are not your favorites.) Likewise, we can illustrate the fact
that T ((4, —2)) = (2,4) by drawing the standard representative of the input
(4, —2) in black and drawing the standard representative of the output (2, 4)
in red. This is illustrated in Figure 5.10.

Exercise 5.3.1. For the linear transformation T (x1,xs) = (—x9,21) and
each of the inputs given below, compute the corresponding output and draw a
picture that contains both the input and the output, with inputs and outputs
in different colors.

The following two exercises (5.3.2 and 5.3.3) are designed to illustrate the
two linearity properties (given in Definition 5.2.1) that make T'((z1,x2)) =
(—x9,21) be a linear transformation.
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X2

4+ T4, -2)=(2,4)

2,

T{1,0)=(0,1) ¢
(1,0

4, -2)

Figure 5.10: Mapping Two Vectors Using T'((z1,z2)) = ({(—x2, 1))

Exercise 5.3.2. For the linear transformation T (x1,x2) = (—x9,21), draw
a picture that contains all of the following:

~

the standard representatives of the vectors & = (1,0) and and y = (1,1).

2. the standard representative of the vector T+ 1y along with the other two
sides of the parallelogram that you would use to illustrate the wvector
addition & + 1§ (as in Chapter 1).

—

3. the standard representatives of the vectors T (Z) and T ()

4. the standard representative of the vector T (Z) + T (y) along with the
other two sides of the parallelogram that you would use to illustrate the
vector addition T (Z) + T (y) (as in Chapter 1).

5. the standard representative of the vector T (¥ + ¥).
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If you did all of this correctly, you should see that

TZ+y)=T@)+T(Y).

Exercise 5.3.3. Let ¥ be the vector ¥ = (1, —1). For the linear transforma-
tion T (x1,22) = (—x9,21), draw a picture that contains all of the following:

1. the standard representatives of the vectors ¥ and 2.
2. the standard representatives of the vectors T (Z) and T (2%).

3. the standard representative of the vector 2T (Z)

If you did all of this correctly, you should see that

T (27) = 2T (%) .

Perhaps by working Exercises 5.3.1, 5.3.2 and 5.3.3, you have started to
get a sense of what the linear transformation 7' ((z1, z5)) = (—x2, 1) “does”
to its inputs. Can we describe in words what 7" does? In other words, can we
describe in words how T “transforms” vectors in R*? By working through
Exercises 5.3.1, 5.3.2 and 5.3.3, you may have observed that the effect of
applying T to a vector in R? is to rotate that vector counterclockwise by an
angle of 90°. This is in fact what T does. We call this the action of T'. Here
is how we describe in words what the action of 7' is:

The action of the linear transformation 7" ({x1, x2)) = (—x2, 1)
is to rotate nonzero vectors in R? though an angle of 90° coun-
terclockwise.

Notice that in the above statement, we have added the caveat that T
rotates all nonzero vectors by 90°. This is because

T ({0,0)) = {0,0)

and the concept of angle does not apply to the zero vector because the zero
vector has no length or direction. The fact that 7' ({0,0)) = (0,0) comes
as no surprise because Theorem 5.2.2 tells us that any linear transformation
maps zero vectors to zero vectors.

If you are a little uncomfortable that we have jumped to the conclusion
that T rotates all nonzero vectors in R? based on just looking at some specific
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examples of these rotations in Exercises 5.3.2 and 5.3.3, then that is good!
Looking at specific examples is not good enough to allow us to jump to a
general claim such as the one we have made. Nonetheless, we suspect that the
claim is correct and, fortunately, we can provide a mathematical justification
of the claim.

To verify that the action of T is to rotate all non-—zero vectors in R?
counterclockwise by 90°, first observe that if ¥ = (x1,x9) is any nonzero
vector in R?, then the dot product of # with T () is

T T (%) = (z1,22) - (—22, 1) = (21) (—22) + (22) (11) = 0.

This tells us that  and T (Z) are orthogonal to each other (meaning that
the angle between & and 7' (Z) is 90°).
Secondly, note that # and 7' (Z) have the same magnitude because

7]} = /2t + 23
IT (@) =/ (=22)" + 2f = \Ja? + 3.

We have proved that 7' rotates each vector ¥ € R? to a vector that is
perpendicular to Z and has the same length as . The only thing we have
not proved is that the rotation is counterclockwise (rather than clockwise).
We won’t do that right here, but the direction of rotation will become evident
when we study the general problem of rotation by and given angle 6 in Section
5.3.6.

We have approached the problem of trying to visualize the action of
T ({(x1,x2)) = (—x2,x1) in a rather informal way so far. We have just done a
few sample calculations and drawn a few pictures. It is amazing that we have
gotten so far in our understanding of T" just by doing this! It seems that we
now know pretty much everything there is to know about 7. Now that we
know that T rotates all nonzero vectors in R? counterclockwise through an
angle of 90°, we can answer the following questions just based on the mental
picture of T" that we have:

and

Is T invertible? Yes. If we choose any vector 7 in R? and rotate it 90°
clockwise, then we obtain a unique vector & such that 7' (7) = . In
other words, there is a unique way to “undo” the action of T'.
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What is ker (T')? ker (T') = {62} If we take any nonzero vector and rotate

it by 90° then we get a nonzero vector. Thus the only vector & such
that T(f) = 02 is ¥ = 02.

Let’s us now check that the observations we have been able to make based
on our informal investigation agree with the theory that we studied in Section
5.2.

First note that we can use Theorem 5.2.1 to find the matrix of 7. Since

0 -1
=113
Since rref (A) = I, then we can immediately see that 7' is invertible, that

Range (T') = R? and that ker (T') = {62} Also, the inverse of the matrix A

1S
L [o 1
=] 0

and this tells us that 7! has formula

then the matrix of T is

T ') = AT = (zy, —21) .

Exercise 5.3.4. We have seen above that the inverse of T ((x1,x2)) = (—xa, x1)
is T~ ({x1, 7)) = (wg, —x1). Describe in words what the action of T~ is
and draw a few pictures to check your claim.

We have undertaken quite a detailed examination of the linear transfor-
mation that rotates vectors in R? by 90° counterclockwise. We have pur-
posely spent a lot of time on this example because it is our first illustration
of what tools can be applied in trying to understand how linear transforma-
tions behave. In the examples we will study in Sections 5.3.2 - 5.3.5, we will
not provide as much detail as we did with the current example. Instead, we
will ask you to study the details in exercises. In Section 5.3.6, we will gen-
eralize the rotation transformation that we presented in the current section
by considering rotations by any given angle 6.

The basic procedure for trying to understand the action of a linear trans-
formation 7" : R? — R? is:
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1. Draw pictures! Pick out a few sample vectors and plot the inputs and
their corresponding outputs. It is a good idea to draw things to scale
using either graph paper and a ruler or some software such as Desmos.

2. Use the theory of Section 5.2 to determine information about invert-
ibility, range and kernel.

3. Compare what you learned by drawing pictures and what you learned
by using the theory. The pictures and the theory should agree with
each other.

5.3.2 Example: A Projection Transformation

In this section we will study the linear transformation that projects every
vector in R? onto the x; axis. The formula for this linear transformation is

T ({1, 29)) = (21,0) -

By doing a few computations and drawing a few pictures, we can quickly get
the idea of the action of 7. Every nonzero vector in R? is assigned to the
vector that is the shadow that we would see on the z; axis if we were to draw
the picture of ¥ in standard position and then shine a light perpendicular to
the x; axis. The action is illustrated in Figure 5.11

Exercise 5.3.5. Draw pictures of the inputs (—3,5) and (4,—4) and their
corresponding outputs under the projection transformation T ({x1,x2)) =

<ZE17 0>

Exercise 5.3.6. Just based on your picture drawing, try to answer the fol-
lowing questions.

1. What is the range of T? Give your answer in the form Range (1) =
Span{_______ 1.

2. Does T map R? onto R*?

3. Is T one—to—one? Hint: Does the equation T (Z) = (8,0) have a unique
solution?

4. Is T invertible? Why or why not?
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(X1, X2)

light

(x1,0)

A4 L and

T (X) = <x4,0>=shadow of X

Figure 5.11: Projection of ¥ onto the x; Axis
5. What is the kernel of T? Give your answer in the form ker (T)
Span{_______ }

6. dim (Range (7)) = _____ and dim (ker (T')) = - and thus

dim (Range (7)) + dim (ker (7")) =

Exercise 5.3.7. Hopefully you were able to answer all of the questions
Exercise 5.3.6 by just drawing pictures. Now find the standard matriz, A,
T and use it to answer all of the same questions asked in Fxercise 5.3.6.

5.3.3 Example: Scaling Transformations

Consider the linear transformation T : R? — R? defined by

T (7) = 24,

m
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If ¥ = (x1,23), then 27 = (221, 2x5), so we can write the formula for 7" as
T ((l’l, .T2>) = <2ZL’1, 2I2> s

but for the purpose of answering some questions (especially in trying to form
a general picture in our minds of the action of T') it is convenient to just
think of T" as T (Z) = 27.

Exercise 5.3.8. For the linear transformation T (¥) = 27,

1. Plot the inputs (3,4) and (—2,2) along with their corresponding outputs
under T

2. We know from what we learned in Chapter 1 that if ¥ is any nonzero
vector, then the magnitude of the vector 2% is _____ times the magnitude
of ¥ and that the vector 22 points in the ______ direction that T points.

Exercise 5.3.9. Based on your drawing of pictures and on your answers in
Exercise 5.3.8, try to answer the following questions concerning the linear
transformation T (¥) = 2Z.

1. What is the range of T? Give your answer in the form Range (T) =
Span{_______ }.

2. Is T invertible? If so, find a formula for T—1.

3. What is the kernel of T? Give your answer in the form ker (T) =
Span{_______ }.

4. dim (Range (7)) = _____ and dim (ker (T")) = ______ , and thus

dim (Range (7)) + dim (ker (7)) = ———___.

Exercise 5.3.10. Write down the standard matrixz, A, of the linear transfor-
mation T(Z¥) = 27 and use it to answer all of the same questions that were
asked about T' in the previous exercise.

Linear transformations of the form T (Z) = rZ, where r is a scalar are
called scaling transformations. If » > 1 then the transformation is called a
dilation or stretching. If 0 < r < 1 then the transformation is called a
contraction or shrinking.
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Exercise 5.3.11. What is the linear transformation, T, from R? to R? such
that for all nonzero ¥ € R?, T(¥) has 4 times the magnitude of & and points
in the opposite direction of x.

Exercise 5.3.12. What is the linear transformation, T, from R? to R* such
that for all nonzero ¥ € R?, T(Z) has 1/3 the magnitude of T and points in
the same direction of x.

5.3.4 Example: A Reflection Transformation

A reflection transformation is one that reflects every vector in R? across
some given line (which passes through the origin) in R?%. The reflection of a
vector & through the line L is the vector T'(Z) such that 7' (Z) is the mirror
image of & using the line L as the mirror. In this example we will study
the linear transformation that reflects vectors through the mirror which is
the line x5 = x1. This reflection is illustrated in Figure 5.12 for the vector
7= (2,4).

2.4

I=<2,4>
mirror

4.2)

T(X)= <4,2>
= reflection of ¥

Figure 5.12: Reflection through the xo = 21 Mirror

Exercise 5.3.13. Let T : R?> — R? be the reflection transformation described
above. Find T ((1,0)) and T ({0,1)). Based on this, using Theorem 5.2.1,
you can write down the standard matriz, A, of T, and then you can write a
formula for T in the form T ((x1,22)) = .
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Exercise 5.3.14. Answer the following questions concerning the reflection
linear transformation.

1. What is the range of T? Give your answer in the form Range (T) =
Span{_______ }.

2. Is T invertible? If so, find a formula for T—1.

3. What is the kernel of T? Give your answer in the form ker (T) =
Span{_______ }.

4. dim (Range (7)) = .- and dim (ker (1)) = ______ , and thus

dim (Range (7)) + dim (ker (T")) = ______.

Exercise 5.3.15. Use the formula for T that you found to show that for any
T € R? it is true that T and T(Z) have the same magnitude. Does this make
sense based on pictures?

5.3.5 Example: A Shearing Transformation

As our final example of visualizing linear transformations, we will consider
what is known as a shearing transformation. We will consider the shearing
transformation T : R? — R? defined by

T ((w1,22)) = (21 + 22, 72) .

We can understand the action of T by strategically choosing some inputs
and plotting them together with their outputs. It requires a little more
plotting than the amount that was needed in the previous examples we looked
at to see what the shearing does.

Exercise 5.3.16. Plot the inputs

(—1,2)  (0,2) (1,2)
(—-1,1)  (0,1) (1,1)
(—=1,0)  (0,0) (1,0)
(—1,—-1) (0,—-1) (1,-1)
(—1,-2) (0,—-2) (1,—2)

and their corresponding outputs. Plot as many inputs and outputs as you
need to in order to get a wisual picture of the action of T. Then write a
sentence of two that describes the action of T'.
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Exercise 5.3.17. For the linear transformation T ((x1, x2)) = (x1 + T2, x2),
find the standard matriz, A, of T.

Exercise 5.3.18. Answer the following questions regarding the shearing trans-
formation T ({x1,z3)) = (x1 + X2, 22).

1. What is the range of T? Give your answer in the form Range (T) =
Span{_______ .

2. Is T invertible? If so, find a formula for T—1.

3. What is the kernel of T? Give your answer in the form ker (T') =
Span{_______ }.

4. dim (Range (7)) = - and dim (ker (T")) = ______ , and thus

dim (Range (7)) + dim (ker (7)) = ——___.

5.3.6 Rotation Transformations in General

In Section 5.3.1, we carried out a careful investigation of the linear transfor-
mation that rotates all vectors in R? by 90° counterclockwise. That linear
transformation is defined by

T ((71,22)) = (—x2,71) -

0 -1
=[]
We will now investigate how rotations work in general. For a given angle 6,
we will find the linear transformation that rotates all vectors in R? through
an angle of 6. If > 0, then we get a counterclockwise rotation. If § < 0, then
we get a clockwise rotation. Since we are studying a whole class of linear
transformations, we should use some appropriate notation to name these
transformations. We don’t want to just use the name T over and over again
to refer to different linear transformations that are all related to one another.
We will use the name Ry to name the linear transformation that rotates all
vectors in R? by angle §. Thus, for example, Rgpo is the transformation that
rotates all vectors by 90° counterclockwise and R_3p0 is the transformation

Its matrix is
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that rotates all vectors by 30° clockwise. Since the inverse of rotating by
angle 6 is to rotate by —6, then

Ry' = R_,.

We will be finding the matrices for the linear transformations Ry and we will
name these matrices Ay.

To get familiar with what we are going to do, including the notation
described above, let’s first look at a specific example. We will then move on
to the general treatment.

Example 5.3.1. We will find the linear transformation, Ryse, that rotates
all vectors in R? through an angle of 45° counterclockwise.

X2

(-2 /2 ¥ ]2) (V2 /2,42 /2)

0, 1)
05

. Ryso((1, 0
Ruce (0, 1) 4’5’- 450((1, 0))
50

0.5 110

Figure 5.13: R4 = Rotation by 45° Counterclockwise

By using our knowledge of the unit circle and looking at Figure 5.13, we
see that

Ruse ({1,0)) = (v2/2,v2/2)
Ruse ((0,1)) = <—\/§/2, ﬁ/2> .
Theorem 5.2.1 tell use that the matrix for Ryse is

to = [ Vi o |
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Thus Rase ((x1,T2)) = Ayse (w1, 22) for all (x1,xs) in R®. If we want to, we
can write the formula for Ry as

Ruse ({21, 29)) = <§ Ty — \2_1’2, \g_ 1+ £332>

Ryse is invertible and its inverse is Ry = R_y50. The matriz for R is
5 45 5 45

V2/2 ﬂ/ﬂ
—V2/2 V2/2 |

Exercise 5.3.19. In Example 5.5.1 we found the linear transformation Ryso
that rotates all angles in R? by an angle of 45° counterclockwise. We also
found Rz = R_y50. Try to come up with the answers to the following without
using any of the formulas found in Example 5.5.1. Just do it based on your
knowledge of the unit circle. Then use the formulas to see if you got it right.

1. Rz ((V2/2,v2/2))
2 Rise ((V2/2.-V3/2)
(
(

AZ510 — A_45o = |:

3. Ruze ((—1,0))
0, =1)).

Exercise 5.3.20. Find the linear transformation, Rspe, that rotates all vec-
tors in R* through an angle of 30° counterclockwise. Then find Ryys.

(-1
4 Rigs (¢

To find the linear transformation Ry for a general 6, we draw the general
unit circle picture shown in Figure 5.14.
From the Figure, we see that

Ry ((1,0)) = (cos (6) ,sin (7))
Ry ({0, 1)) = (cos (90° + 0) , sin (90° + 6)) .

We now use the trigonometric identities

cos (90° + ) = —sin ()
sin (90° + 6) = cos ()
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X2
A cos (0), sin (6))
0, 1)

(cos (99" +6). sin(90° +6) Ra((1, 0)

Re((0, 1))
6_ o

1,0
05 1Jo

Figure 5.14: Ry = Rotation by Angle 0

to obtain
Ry ((0,1)) = (—sin () ,cos (7)) .

Hence the matrix for Ry is

| cos(f) —sin(0)
Ao = [ sin (0)  cos () } ' (5.12)

Let’s plug a few specific 6 values into formula (5.12). If we plug in 6 = 90°,

we get |
=t o =1 0]

which is the same thing we got in Section 5.3.1. If we plug in # = 45°, we
get
A, — | cos (45°) —sin(45°) | [ v2/2 —v/2/2
7 | sin(45°) cos(45°) | | V2/2 V22
which is the same thing we got in Example 5.3.1.
We have now found the linear transformation that rotates all vectors in
R? by a given angle 0. It is Ry () = AgT where Ay is the matrix given by
formula (5.12). We can also write the formula for Ry as

Ry ({x1,22)) = (cos (0) 1 — sin (0) z2, sin (0) z1 + cos (0) z3) . (5.13)
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Exercise 5.3.21. For any given angle 6, the matriz, Ay, for Ry is given by
formula (5.12). Find the matriz, A, = A_y, for Ry' = R_,.

Hint: Just plug in —6 in place of 0 in formula (5.12) and use the even—odd
identities for sine and cosine which are

cos (—0) = cos (0)
sin (—#) = —sin (0) .

Exercise 5.3.22. In FExercise 5.3.21, you found Agl. Check that you got the
right answer by computing A;lA,g.

Exercise 5.3.23. Since the linear transformation Ry rotates all vectors in
R? by angle 0, it should be true for any T that the magnitude of Ry (T) is the
same as the magnitude of . Verify that this is true by using the formula

(5.13).

Exercise 5.3.24. Use the formula (5.13) to verify that if ¥ = (x1,x5) is any
nonzero vector in R* and 0 is any angle, then

T Ry (Z) = || ]| cos () .

Conclude that & - Ry (Z) > 0 if  is acute and that T - Ry (Z) < 0 if 0 is
obtuse. What is true about ¥ - Ry () when 6 = 90° or when ¥ = 057

Exercise 5.3.25. Suppose that o and 0 are some given angles. The point
(cos (), sin («)) is the point on the unit circle shown in Figure 5.15.

If we rotate the vector & = (cos (a),sin («)) through angle 6 by applying
the linear transformation Ry, then we get the vector

Ry (Z) = (cos (a+ 6) ,sin (a + 0)) . (5.14)

The above equation is true for any angles a and 6.

Use the formula (5.13) to compute Ry (Z) and compare what you get to
the formula (5.14) for Ry (Z) shown above. You should see two familiar
trigonometric identities pop out.

Repeat this exercise by computing R_g (Z) using both formula (5.14) and
formula (5.13). You should obtain two more familiar trigonometric identi-
ties.
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X2
(cos (a+6), sin(at 0))

(cos (), sin (a))

Re(X)

)

X1

Figure 5.15: Rotation by Angle 6

5.4 Linear Transformation of Lines

Recall that at the beginning of this chapter we said that linear transfor-
mations are functions that map lines to lines or points. In Section 5.2, we
provided our formal definition of what a linear transformation is. Definition
5.2.1 tells us that a linear transformation 7" : R — R™ is a function that
satisfies the linearity properties

T(Z+y) =TT +T(y)
T (¢Z) = T (%)

for all vectors # and ¢ in R™ and for all scalars c¢. It was mentioned right
after we stated Definition 5.2.1 that it might not be clear to you right after
reading the definition that the definition describes a class of functions that
map lines to lines or points. In Section 5.3, you had ample opportunity to
acquaint yourself with some specific linear transformations from R? to R?
and hopefully that helped you to start seeing that linear transformations do
map lines to lines or points. In this section we will verify that this is true.
Before we can show that linear transformations map lines to lines or
points, we need to be sure that we have a clear understanding of what we
mean by a “line”. In previous math courses you have taken, you learned
how to draw pictures of lines in R? and write equations for these lines. One
way to determine a line, L, in R? is to be given two points, P = (p;, p2) and
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Q = (q1,q2) on the line. Using those two points (and assuming that ¢; # py,
which means that L is not a vertical line), you can compute the slope,

q2 — D2
m = ,
g1 — D1

of the line and then write an equation for the line using the point—slope
equation
Ty —pe =m(z1 —p1).
As an example, let us find an equation for the line, L, in R? that contains
the points P = (0,2) and @ = (4, —5). To do this, we compute the slope,
-5-2 7

4—-0 4

m =
and then we see that the line has equation

7
L:xQ—QZ—Z(xl—O)

which can be written as

7
LI%'Q:—ZL.Z'l—l—Z.

The point-slope method for writing the equation of a line in R? can
always be used, except when L is a vertical line. This is because the slope
of a vertical line is undefined. If L is a vertical line that contains the point
P = (p1,p2), then the equation of L is

L:a:lzpl.

For example, the equation of the vertical line that contains the point P =
(3,2) is
L: T = 3.

Exercise 5.4.1. Write equations for the lines, L, that are described below.
Draw a picture of each line.

1. L contains the points P = (3,1) and Q = (2,—4).

2. L contains the points P = (—4,—1) and Q = (=3, —3).
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3. L contains the points P = (3,5) and Q = (—12,5).
4. L contains the points P = (3,—2) and Q = (3,—1).

Although the point—slope method is certainly nice for writing equations
of lines in R?, there is no way to adapt this approach to write equations for
lines in R3. That is because there is no way to compute a single number,
m, that could be considered the “slope” of a line in R®. Think about it:
Suppose you are given the two points P = (—1,2,3) and Q = (—1,1,—1)
in R3. There is a unique line, L, in R? that contains these two points. But
what is its slope? We can’t really define it. However, what we can define is a
direction vector for L. A direction vector for L is any vector that is parallel
to L. If we are given a point, P, on L, and a direction vector, cZ; for L, then
we can write a set of equations that describe L. We can also write a single
(vector form) equation for L. This leads us to our formal definition of what
we mean by a line in R (for any n > 2).

Definition 5.4.1. Suppose that P = (p1,p2,...,Pn) 1S a point in R" and
suppose that d = (dy,ds, ... ,d,) is a non—zero vector in R™. The line, L,
that contains the point P and has direction vector d is the set of all points
X = (x1,29,...,2,) such that

1. The point P lies on L and

2. L is parallel to d.

We can form a visual picture of lines in R? and in R3. In R", when n > 3,
visualizing a line is difficult but the mathematics of working with lines in R"
works the same for any n. Figure 5.16 illustrates this idea in R2.

In the Figure, we have drawn the line L that contains the point P =
(p1,p2) and is parallel to the non-zero vector d = (dy, do). If X = (z1,25) is
any arbitrarily chosen point on L (other than the point P itself), then the
vector

P—X) = <!E1 — P1, T2 —P2>

is parallel to the vector d= (dy,ds). This means that ]7)_() is a scalar multiple

of d and hence there is some scalar ¢ such that }7)? = td. Writing this out
in detail, we obtain

(1 — p1, 2 — pa) =t (dy,ds) . (5.15)
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d= <dyq,dy>

=

P =(p1, p2)

'3

Figure 5.16: =+ td

Equation (5.15) tells us that

Ty —p1 = td;
Ty — P2 = tdy

and hence

Ty = po + tdy
—o0 <t <o

The equations (5.16) are what we refer to as parametric equations of
the line, L, that contains the point P = (p1,p2) and has direction vector
d = (dy,ds). When we write —0o < t < 0o, we are saying that we are
allowing the scalar ¢ (which is also referred to as a parameter) to range
over all real numbers. This traces out the entire line L. The line is infinitely
long. If we wish to only consider some piece of L, i.e., a line segment, then we
can restrict the parameter ¢ to only be allowed to range over some smaller
interval. For example, instead of writing —oo < t < oo we could write
0 <t <1 and that would trace out only some line segment that lies on L.
Another way to interpret equation (5.15) is in terms of vectors. We can
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write equation (5.15) as

(T1,@2) — (p1,p2) =t (dy, d2)
or
(w1, 2) = (p1,p2) + ¢ (d1, d2) .
If we define ¥ = OX = (x1,x9) and p'= OP = (p1,p2) (as in Figure 5.16),

then we can write the above equation as

T=p+td (5.17)
—0o0 <t < o0.

Equation (5.17) is called a vector parametric equation (or, more briefly,
a vector equation) of the line L. Again, we have included —oo < t < o0
in the vector parametric description above because this produces the entire
line L but we could also produce a line segment by being more restrictive
with the parameter t. Moving forward, when we write parametric equations
or vector equations for lines, we will sometimes choose to save space by not
writing —oco < t < oo. When we do this, it will be understood that we
are considering the entire line and allowing —oo < t < co. If we wish to
consider only a line segment, then we will specify a < ¢ < b, indicating that
the parameter is being restricted to the interval [a, b].

Example 5.4.1. Let L be the line in R* that contains the point P = (2,1)
and has direction vector d = (2, —3). Draw a picture of this line and:

1. Write parametric equations for L.
2. Write a vector equation for L.

Solution: A picture of L is shown in Figure 5.17.

If X = (x1,x9) is any point on L, then 1;)? = tcffor some scalar t and
thus

<.ZC1 —2,1'2 — 1> :t<2,—3> .
From this we see that parametric equations for L are

Igzl—gt

and a vector equation for L is

(x1,29) = (2,1) +t(2,-3).
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d=<2-3>

1 2

Figure 5.17: (xq,x9) = (2,1) + (2, —3)

Example 5.4.2. Write parametric equations and vector equations for the
line, L, in R® that contains the points P = (—1,2,3) and Q = (—1,1,—1).

Solution: The directed line segment from the point P to the point @
gives us a direction vector for L:

d=PO=(-1-(-1),1-2,-1-3)=(0,-1,-4).

A wector equation for L is
L:Z=p+1td

which is
L: <$‘1,LE2,QJ3> = <_17273> +t<07_1a_4> .

Parametric equations for L are

LE1:—1
ZEQZQ—t

To check that this is correct, note that when we plugt = 0 into the parametric
equations we get the point P = (—1,2,3) and when we plug t = 1 into the
parametric equations we get the point Q@ = (—1,1,—1).

Exercise 5.4.2. For each of the lines, L, that are described below, write

parametric equations and a vector equation for L. Graph the ones that are
in R
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. L is the line in R* that contains the point P = (4, —2) and has direction

vector d = (0, —1).

L is the line in R* that contains the point P = (3,2) and has direction
vector d = (2,2).

L is the line in R* that contains the points P = (0,2) and Q =
(—2,-2).

L is the line in R? that has equation xo = 0.
L is the line in R? that has equation x; = 7.
L is the line in R? that has equation xo = 1 + 4.

L is the line in R® that contains the point P = (2,—1,—1) and has
direction vector d = (1,2, —2).

L is the line in R® that contains the point P = (—1,1,1) and has
direction vector d = (0,0, —1).

L is the line in R® that contains the two points P = (—1,2,3) and
Q = (_L 17 _1)

L is the line in R* that contains the two points P = (4, —1,—2,—4)
and Q = (3,2,—2,-2).

We are now prepared to prove that any linear transformation from R?
to R? maps any line to a line or to a point. Recall, from Section 5.1, the
notation that we use for a function f : D — C' to denote the image under
f of a subset of the domain. If S is a subset of the domain, D, then f (S)
denotes the image of S under f. That is,

f(8)={f(z) [z €5}

For a linear transformation 7" : R — R™, a line, L, in R" is a subset of R",
and we denote its image under 7" by 7' (L).

Theorem 5.4.1. Suppose that T : R* — R™ is a linear transformation and
suppose that L is a line in R™. Specifically, suppose that

L:Z=p+td (5.18)
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where d 2 0,.
Then T (L) is either a point or a line in R™. Specifically,

1. If d ¢ ker (T), then T (L) is a line in R™.
2. If d € ker (T), then T (L) is a point in R™.
Proof. Before we start the proof, let us review what equation (5.18) means:

P = (p1,p2) is a certain point on L
7= (p1.ps) = OP
d+0,

t is a scalar variable

is a direction vector for L

X = (x1,x2) is an arbitrary point on L.

X varies as t varies.

= <$1,£B2> :O—)g

This is all summarized in Figure 5.16 (for the case of a line in R?).
If we take any point X on L and apply the linear transformation 7" to 7,
then we obtain (by using the linearity properties of T')

ﬁzT(f)=T<ﬁ+tcf) :T(ﬁ)ﬂT(cf).

T(L) = {T () |feL}:{T(ﬁ)+tT<af) | —oo<t<oo}.

We see that if d ¢ ker (T'), meaning that T (cf) + 0y, then T' (L) is a line

that contains the point 7' (p) and has direction vector T (Cf) An equation
for this line is

T(L):ng(ﬁ)+tT<cf).

If d € ker (T), then T (cf) = 0,, and we simply have T'(L) = {T ()},

meaning that 7" (L) consists of a single point. O
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A nice thing about Theorem 5.4.1 is that it not only tells us that linear
transformations map lines to lines or points, but it also tells us the criterion
that determines whether a particular line is mapped to a line or a point. We
will illustrate using a few examples from the linear transformations that we
studied in Section 5.3.

Example 5.4.3. In Section 5.3.1, we studied the linear transformation T :
R? — R? defined by

T ((z1,22)) = ({(—22,21))
and we discovered that this transformation rotates all vectors in R? by an

angle of 90° counterclockwise without changing the lengths of the wvectors.
This linear transformation is invertible meaning that

ker (T') = {62} .
Hence if .
L:Z=p+td
is any line in R?, then since J;ﬁ 0y and ker (T') contains only the vector 62,
we see that d ¢ ker (T'). Therefore T' (L) is a line. This linear transformation
maps all lines in R? to lines in R2.
If we are given a particular line, L, in R?, then we can easily find the line
T (L). For example, suppose that L is the horizontal line

L: 113'2:8

that is pictured in Figure 5.18. Every point on L has the form (t,8) where t
can be any value. Now note that

T({t,8) = ((=8,1)).

The points of the form (=8,t) lie on the vertical line x1 = —8. Thus every
point on the horizontal line xo = 8 s a mapped by T to a point on the vertical
line 1 = —8 as shown in Figure 5.18.

Exercise 5.4.3. Let T be the rotation transformation

T ((w1,22)) = ({(—2,71))

and let L be the line
L: x9=2x;+1.

Find T (L) and graph L and T (L) together.
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wg L

T(8)=(-81) 4|

7(L)

-12*

Figure 5.18: Line x5 = 8 Mapped to Line x; = —8

Example 5.4.4. Figure 5.19 shows a picture of the capital letter “A” which
was constructed by choosing five points in R? and then connecting these points
with line segments to form the letter “A”.

02)

(-1,0) (1.0)

(-2-2) (2-2)

Figure 5.19: Letter "A”

Figure 5.20 shows the transformation of the letter “A” that is obtained by
applying the linear transformation T ({(x1,22)) = (—x9,x1). As can be seen,
the transformation rotates the “A” counterclockwise by 90°. Fach of the three
line segments that make up the original “A” are mapped to line segments on
the transformed “A”.

Example 5.4.5. In Section 5.3.2 we studied the linear transformation

T ({(x1,22)) = (21,0)
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Figure 5.20: Letter "A” Rotated 90°

which projects all vectors in T € R? onto the x1 axis. Since all vectors are
projected onto the x1 axis, then

Range (7') = Span {(1,0)} .
The kernel of T' consists of all solutions of the equation
T ({z1,22)) = (0,0),
which can be written, using the formula for T, as
(x1,0) = (0,0) .

Any wvector of the form (x1,x9) = (0,t), where t can be any real number,
satisfies the above equation and thus

ker (T') = Span {(0, 1)} .

According to Theorem 5.4.1, any line in R? that does not have direction
vector d = (0,1) is mapped to a line. (In this case, the line is the x, axis.)
However, if a line does have direction vector d = (0,1), then that line is
mapped to a point (which is a single point on the xy axis). The only lines
that have direction vector d = (0,1) are vertical lines. Hence,

e [f L is not a vertical line, then T (L) = the zy axis
o IfL:(k0)+1t(0,1) is a vertical line, then T (L) = {{k,0)}.
Exercise 5.4.4. In Section 5.3.3, we studied the linear transformation
T (Z) = 2%

which maps all vectors in R? to a vector pointing in the same direction but
having twice the length.
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1. Explain why there are no lines in R? that are mapped by T to a point.
(Hint: What is ker (T') %)

2. Show that every line, L, in R? is mapped by T to a line that is parallel
to L. In other words, show that if L is any line in R?, then T (L) is
parallel to L.

3. Show that if L is a line that contains the point (0,0), then T'(L) = L.
Exercise 5.4.5. In Section 5.3.4 we studied the linear transformation

T ((z1,72)) = (22, 71)

which reflects all vectors through the line xo = x1. Does this linear trans-

formation map any lines in R% to points or does it map all lines to lines?
Ezplain.

Exercise 5.4.6. In Section 5.3.5 we studied the shearing transformation
T <<$1,$2>) = <$1 -+ Ta, .CI§'2> .
If you didn’t quite picture the action of the shearing transformation when

you studied Section 5.3.5, then perhaps this exercise will help you picture it
better.

1. Show that if L is a horizontal line in R?, meaning that L has equation
L:xs=k
where k is a constant, then T (L) = L.
2. Suppose that L s the vertical line
L:zy=4.
Find T (L). Then draw pictures of L and T (L) in different colors.
3. More generally, suppose that L is the vertical line
L:xy=k

where k is a constant. Find T (L).
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(0,1) P ® (1,1)

0,0

(0,-1)¢

(1,-1)

Figure 5.21: Letter E

Exercise 5.4.7. Figure 5.21 shows a picture of capital letter “E”. Shear the
letter E using the shearing transformation T ((x1,x9)) = (r1 + 22, x2) and
draw a picture of the sheared E.

Having shown that linear transformations map lines to lines or points, we
can actually say something more specific. If we have two lines, L; and Lo,
in R™ that are parallel to each other, then any direction vector for L, is also
a direction vector for L. If d #+ Gn is a direction vector for Lq, then d is also
a direction vector for L,. This means that L; and L, have vector equations

Lli.’f ﬁl"‘t(f
inf: ﬁQ"‘tCZ

When we transform points on L; using a linear transformation 7', we obtain
T(z) =T (p)) + T (Cf)

and when we transform points on L, using this same linear transformation
we obtain

T (%) =T (By) + tT (Cf) .
Thus, assuming that T <cf) + 0,, we see that T (L;) has direction vector
T (cf) and T (L) also has direction vector T (cf) , which means that the lines
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T (Ly) and T (Ls) are parallel to each other. If it is the case that T (cf) = 0,,

then T (L) = {T (p1)} and T (Ls) = {T (p2)}. This is summarized in the
following corollary to Theorem 5.4.1.

Corollary 5.4.1. Linear transformations map parallel lines to parallel lines
(or to points). Specifically, if T : R* — R™ is a linear transformation and
Ly and Ly are the lines

in R™, where (f;«é 0,, then
1. Ifd ¢ ker (T), then T (Ly) and T (Ly) are parallel lines in R™.
2. If d € ker (T), then T (Ly) and T (Ls) are points in R™.

Example 5.4.6. In Example 5.4.3, we saw that the linear transformation
T ((x1,x3)) = (—x2, 1) rotates horizontal lines in R?* to vertical lines in R?.

More generally, iof L is a line with direction vector d = (dy,dy) # 0y, then
T <le) = (—dy, dy) and we see that T (J) 15 orthogonal to d. Hence T rotates

any line, L, to a line that is perpendicular to L. This means that T maps
parallel lines to parallel lines.

In Example 5.4.5, we saw that the linear transformation T ({x1,z2)) =
(x1,0) projects all lines in R? onto the xy axis, with the exception of verti-
cal lines. All non—vertical lines, whether parallel to each other or not, are
projected onto the same line (the x1 axis). Vertical lines are mapped to a sin-
gle point on the xy axis. That is because a vertical line has direction vector
d=(0,1) and T ({0,1)) = (0,0) so d € ker (T).

In Ezercise 5.4.4, you were asked to show that the linear transformation
T (Z) = 22 maps any line, L, to a line that is parallel to L. Thus T maps
parallel lines to parallel lines.

5.5 Compositions and Similarity

The idea of composing two functions is applicable to functions in general
and this idea is highly useful in studying linear transformations. In fact, we
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will see that our need to form compositions of linear transformations is the
reason that we define matrix multiplication the way that we do.

Suppose that f : Dy — C} is a function and suppose that g : D, — C,
is some other function. Here we are denoting the domains of f and g by Dy
and D, respectively, and we are denoting the codomains of f and g by Cf
and C, respectively. If Range (¢) is a subset of Dy, then we can form a new
function which is called a composition. This function, which is denoted
by f o g (and spoken as “f composition ¢”) is the function that takes each
element z in D, then maps it via g to Range (¢) to obtain the element g (z),
and then takes g (z) and maps it via f to the element f (g (z)) in C. It is
possible for us to form this function because we are assuming that Range (g)
is a subset of Dy, ensuring that for each x € D, we have g (x) € D;. Thus
[ o g is the function fog: D, — Cf

(fog)(x)=f(g(x)) for all x € D,.

Figure 5.22 shows a schematic diagram of f o g.

Range(g)
== glr)

Figure 5.22: The Composition f o g

Function composition is something you have encountered in your previous
math courses.! As an example, suppose that g () = 2z and f (z) = sin (z).
Then f o g is the function

(fog)(x) = f(g(x)) =sin(g(z)) = sin (2z)

and g o f is the function

(9o f)(x) =g(f(z)) =2f () = 2sin (z) .

LA topic that you probably remember from calculus where function composition comes
into play is the Chain Rule, which tells us how to take the derivative of a composition of
functions. It tells us that (fog) (z) = f'(g(x)) ¢ (x).
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The above example shows that it is not true in general that go f = fog.

Forming and working with compositions of linear transformations 7' :
R" — R™ is particularly easy. To see why, let’s start by just considering
two linear functions g : R — R and f : R — R defined by ¢ (z) = bx and
f () = ax where a and b are some given constants. The composition f o g
is the function fog: R — R defined by

(fog)(x) = [f(g(x)) = [f(bx) = a(bx) = (ab) x

and the composition g o f is the function go f : R — R defined by

(go f)(x) =g(f(2)) = g(ax) = b(ax) = (ba) x = (ab) z.

We see that in this case it is true that go f = fog.

Because of the way we have defined matrix multiplication, forming the
composition of linear transformations from R" to R™ works very similarly
to forming compositions of linear functions from R to R. This is because
the formula for any linear transformation from R"™ to R™ can be written as
the multiplication of a vector by a matrix. If S : R® — RP is the linear
transformation defined by S (Z) = AgZ where Ag is a p X n matrix and
T : R — R™ is the linear transformation defined by T' (¥) = Ar& where Ar
is an m X p matrix, then T'0 S : R™ — R™ is defined by

(T 8) (&) = T (S (%)) = T (As¥) = A (Asi) = (ArAg) 7.

Hence if S has standard matrix Ag and T has standard matrix Ar, then
T oS has standard matrix ArAg. Notice that we have used the all-important
associative property of matrix multiplication in deducing this fact. Also note
that since matrix multiplication is not commutative, then even if 7o S and
S oT are both defined, it is not generally true that ToS = SoT.

Example 5.5.1. Suppose that S : R®* — R? is the linear transformation

S ((z1, 2, x3)) = (221 + 22,271 + 23 + T3) (5.19)
and suppose that T : R*> — R? is the linear transformation

T ((xq,x9)) = (—x1,3x1 — 9, =221 + 39) . (5.20)

1. Fill in the blanks: T o S is a linear transformation from ___ to ___.
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2. Find the standard matrix for S and the standard matriz for T. Give
the name Ag to the standard matrix for S and give the name Ar to the
standard matriz for T.

3. Find the standard matriz for T o S.

4. Write the formula for T o S in the form (T o S) ({(x1, 9, x3)) = ———__.
Solution:

1. Since S : R®* — R? and Since T : R*> — R3, then T oS : R® — R3.

2. Recall that the standard matriz for S is the matrix whose column vectors
the images under S of the standard basis vectors of R3. Since

S({1,0,0)) = (2(1) + 0,2 (1) + 0 + 0) = (2,2)
S ({0,1,0)) = (2(0) + 1,2(0) + 1+ 0) = (1,1)
S ({0,0,1)) = (2(0) +0,2(0) + 0+ 1) = (0, 1),

then the standard matriz for S is

2 10
AS‘[Q 1 1]

Likeunse, the standard matrixz for T is the matrix whose column vectors
are the images under T of the standard basis vectors of R*. Since

(=(1),3(1) =0,-2(1) +3(0)) = (~1,3,-2)
(=0,3(0) =1,-2(0) +3(1)) = (0, -1 3>

T({1,0))
T({0,1))

then the standard matriz for T is

-1 0
Ar=1 3 -1
-2 3
3. The standard matrix for T o S is
-1 0 -2 -1 0
Ardg= | 3 -1 B 1 (1)]— 42 -1
-2 3 2 1 3
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4. Since (T o S) (¥) = (ArAs) (%) for all & € R, we have

(T o S) (%) = (ArAs) (%) (5.21)
-2 -1 0
=1 4 2 =1/ (x1,z2 z3)
2 1 3

= <—2l‘1 — X9, 4.1'1 -+ 21’2 — X3, 21'1 + X2 + 3SL'3> .

As a test to see if we have found the right formula for T oS, let us take the
randomly chosen vector & = (—3,2,2) € R* and compute (T o S) (F) one step
at a time using formulas (5.19) and (5.20) and then compute (T o S) (Z) in
Just one step by using formula (5.21). We should get the same answer either
way.
Using formulas (5.19) and (5.20), we obtain

S(@)=5((-3,2,2)) =(2(=3)+2,2(-3)+2+2) = (—4,-2)
and

T(5(7) =T ((-4,-2))
(=(=4),3(-4) = (=2), —2(-4) +3(-2))
4

,—10,2) .

Using (5.21) we obtain

(To8) () =(ToS)((—3,2,2))
= (—2(=3) = 2,4(=3)+2(2) — 2,2(=3) + 2+ 3(2))
= (4,-10,2) .

Exercise 5.5.1. For the linear transformations S and T given by formulas
(5.19) and (5.20) in Example 5.5.1,

1. Fill wn the blanks: S oT is a linear transformation from ___ to ___.

2. The standard matrices for S and T have already been found in Example
59.5.1.

3. Find the standard matriz for So'T.
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4. Write the formula for S oT in the form (S oT) ((z1,x9)) = ____.

Exercise 5.5.2. Let S : R?> — R? be the linear transformation defined by
S ({z1,22)) = (0, 22) .

This linear transformation projects all vectors in R? onto the x5 axis.
Let T : R?> — R? be the linear transformation defined by

T ((z1,72)) = (21,0) .

This linear transformation projects all vectors in R? onto the x1 axis.

1. Without doing any calculations, what should T o S do to all vectors in
R?? Explain in words.

2. Write down the matrixz for S, the matriz for T, and the matriz for
TolS.

3. Write down a formula for T'oS in the form T (x1,x2) = ____. Does your
answer agree with what you guessed in answering part 17

Exercise 5.5.3. In Section 5.3.6, we studied the rotation transformations
Ry. Let Ryso : R? — R? be the linear transformation that rotates vectors in
R? counterclockwise through angle 45°.

1. What does the linear transformation Ruse o Ryse do to vectors in R??
FExplain in words and fill in the blank below

Ryse 0 Ryse = .

2. ShO'LU that A450A45o = Agoo.

3. Without doing any computations, what do you guess that we get when
we multiply the matriz Ayse by itself eight times? In other words, what
do you guess is (Ass0)°. After guessing, compute (Asse)® to see if your
quess 1s correct.
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Exercise 5.5.4. The linear transformation S : R?> — R? defined by
S () = 3%

ezpands all vectors in R* by a multiplier of 3. (This means that S (Z) points
in the same direction as T and has 3 times the magnitude of T).
The linear transformation T : R?> — R* defined by

T (7) = 47

expands all vectors in R* by a multiplier of 4. (This means that T () points
in the same direction as T and has 4 times the magnitude of Z).

1. Ezxplain in words what T o S does to vectors in R2.
2. Write down the matrices Ag and Ar and Ares.

3. Write a formula for T o S in the form (T o S) (%) =

4. Show that SoT =T o S. Does this make sense?

Note that if T': R™ — R"™ is an invertible linear transformation and 7" has
matrix Az, then 77! has matrix (A7)"". In other words, Ap—1 = (A7)~
The identity transformation £, : R — R" is the transformation defined
by

E, (¥) = Zfor all ¥ € R".
The identity transformation does nothing to all vectors in R™. The matrix

for E, is I, (the n x n identity matrix) because E, (¥) = & = I,,&. Thus if
T is any invertible linear transformation from R™ to R™ we have

T 'oT=E,
ToT'=E,
Ar—1Apr =1,
ArAp— = 1,.

Example 5.5.2. Consider the linear transformation, Ryse that rotates all
vectors in R* counterclockwise by 45°. The matriz for this transformation is

_ | cos(45°) —sin(45°) | _ | %
Ayso = sin (45°)  cos (45°) }_[

ol
|
St
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How do we “undo” a rotation of 45° counterclockwise? The answer is that
we rotate 45° clockwise. In other words, we apply the linear transformation
R_450. The matrixz for R_450 is

sin (—45°)  cos (—45°)

A g — [cos(—45°) — sin (—45°) ] _ [

ol S
Sl

Note that
V2 V2 V2 A2
Al =| 25 2|13 "2 |=5h
T2 T2 2 T2

which is what we expect because Ryse and R_450 are inverses of each other.

Exercise 5.5.5. Let R3po be the linear transformation that rotates all vectors
in R? by 30° clockwise. Write down the matrices for Rsp and (Rgoo)_l and
verify that the product of these matrices (in either order) is I.

Exercise 5.5.6. We showed in Section 5.3.6 that the linear transformation
that rotates all vectors in R* by angle 0 is Ry (T) = A% where Ay is the

matrix
o ]

This tells us that the linear transformation (Rg)_l = R_p has matrix

e e il B el AR

Verify that this is correct by computing A_gAy.

The idea of function composition is very useful in studying linear trans-
formations. By just being familiar with a few linear transformations like
those we studied in Section 5.3, we can use the ones we are familiar with
to construct new linear transformations by forming compositions. This is
illustrated in the next two examples.

Example 5.5.3. Let us construct the linear transformation T : R* — R?
that first rotates a vector in R? by 60° counterclockwise, then reflects the
resulting vector through the x, axis, and then doubles the magnitude of the
resulting vector.
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Solution: We will construct T a piece at a time and then form the
composition of the pieces.

The first piece is the piece Rgoe that rotates vectors by 60° counterclock-
wise. This piece has matrix

cos (60°) —sin (60°) } _ { /2 —/3/2 } ‘

Agor = sin (60°)  cos (60°) V3/2  1/2

The second piece is the reflection S ((x1,x2)) = (x1, —2) which has ma-

triz
Ag = [ - } .
The third piece is the expansion by a multiplier of 2 which is P (¥) = 2,
which has matrix
Ap = [ g g } .

The combined effect of first applying Rege, and then applying S, and then
applying P is T'= P oS o Rgpo, which has matrix

AT = APASAGOO

-[5 2o 2]l 7

-[ s ]

Hence T is the linear transformation
T ((x1,22)) = Ar (21, 22) = <$1 - \/§$2> —\/§$1 - 372> .

Let us check some specific vectors and see if what we compute agrees with the
visual picture we have of this transformation:

T((1,0)) = <1 —V3(0),—V3(1) - 0> — <1,—\/§>

seems to make sense because if we start with the vector (1,0) and then rotate it
60° counterclockwise, we end up in the first quadrant of R?. If we then reflect
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through the x1 axis, we are in the fourth quadrant. Doubling the magnitude
keeps us in the fourth quadrant. Note that <1, —\/§> is in the fourth quadrant.

T((0,1)) = <0 —V3(1),—V3(0) - 1> - <—\/§, —1>

seems to make sense because if we start with the vector (0,1) and then rotate
1t 60° counterclockwise, we end up in the second quadrant. If we then reflect
through the x, axis, we are in the third quadrant. Doubling the magnitude
keeps us in the third quadrant. Note that <—\/§, —1> 18 in the third quadrant.

Exercise 5.5.7. In Example 5.5.3, we formed the composition P o .S o Rgge.
What if we had composed these in a different order? Would we get a different
linear transformation than we got in Example 5.5.3. This exercise is aimed at
investigating that question. Try to answer these questions without doing any
calculations. Just try to visualize and maybe draw a few pictures to answer
the questions. Then write down formulas for each of the transformations
under investigation.

1. Is Po Rgge © S the same or different from P oS o Rgype ¢ In other words,
15 doing things in the order

e reflect through x1 axis
e rotate by 60° counterclockwise

e double magnitude
the same as doing things in the order

e rotate by 60° counterclockwise
o reflect through xi axis

e double magnitude?

Hint: Pick out a vector or two and visualize what quadrant that vec-
tor ends up in after each series of three successive transformations is
applied.

2. Is S o Rggo © P the same or different from P oS o Rgpo ?

3. Is S o Po Rgype the same or different from P o S o Rgpo ?
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(1, y2)

T(X)= <y1, 2>
30+ = reflection of ¥

Figure 5.23: Reflecting Through L

Example 5.5.4. Let us find the linear transformation T : R* — R? that

reflects all vectors in R? through the line, L, that makes an angle of 30° with
the x1 axis. See Figure 5.23.

Solution: Referring to Figure 5.23, observe that reflecting the vector &
through the line L can be accomplished in three steps:

a) First rotate the picture by 30° clockwise.
b) Then reflect through the xy azis.

c¢) Then rotate 30° counterclockwise.

The matriz for the linear transformation, R_so, that rotates vectors 30°

clockwise is
[ 02

The matriz for the linear transformation, S, that reflects vectors through the

T1 axis, 1S
1 0
Lo
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The matrixz for the linear transformation, Rsge, that rotates vectors 30° coun-
terclockwise rotation is

Ay — { V3/2 —1/2 } ‘

1/2  /3/2

Thus the matriz for the linear transformation, T = Rspo 0 S o R_3p0 that
reflects vectors through the line L is

1/2 3/2
AT - A30°ASA—30° - [ / \/_/ :| .

V3/2 —1/2
The formula for T is

2 2 2 2

1 V3 V3 1>

T ((x1,2q)) = <—$1 + T2, —T1 — %2

The idea that was used in Example 5.5.4 was to relate a linear trans-
formation that we were trying to find (reflection through the line, L, that
makes an angle of 30° with the z; axis) to a “similar” linear transformation
(reflection through the x; axis). Our strategy for doing this was

1. Map the problem to a simpler setting by rotating the whole picture 30°
clockwise.

2. Solve the problem in the simpler setting. (The problem in the simpler
setting is just to reflect through the x; axis.)

3. Map the problem back to the original setting by rotating the whole
picture 30° counterclockwise.

More generally, suppose that we want to find some “complicated” linear
transformation 7' : R — R% We could proceed as follows: Think of some
“easier” linear transformation S : R* — R? that is “similar” to T. (For
example, maybe T is projection onto some arbitrary line, L, in R?. Then we
could choose S to be projection onto the x; axis.) Then

1. Map the problem to the simpler setting by applying some invertible
linear transformation P.

2. Solve the problem in the simpler setting. (That is, find S.)
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3. Then map the problem back to the original setting by applying P~

The result is that we have
T=P'oSoP

where S is “simple” in comparison with 7.

In the above discussion, we been have putting the words “simple” and
“complicated” and “similar” in quotes, because we are using these terms
informally. We have not given precise meanings to the terms. We can at
least see, though, how we can give a precise meaning to the term “similar”.
We will do that now. The idea of similarity of linear transformations (and
similarity of matrices) is important in the study of linear transformations.

Definition 5.5.1. A linear transformation T : R — R™ is said to be stm-
tlar to a linear transformation S : R" — R™ if there exists an invertible
linear transformation P : R™ — R"™ such that T = P~' o So P.

Likewise, an n x n matriz A is said to be stmilar to an n X n matriz B,
if there exists an invertible n x n matriz C such that A = C~'BC.

Note that if the linear transformation 7' : R® — R" is similar to the
linear transformation S : R™ — R", and Ap is the matrix for T and Ag is
the matrix for S, then Ay is similar to Ag.

Example 5.5.5. Let us show that the linear transformation T : R?> — R?
that projects all vectors in R? onto the line L : xy = x1 is similar to the linear
transformation S : R?> — R? that projects all vectors in R? onto the x; awis.

First note that S has a simple formula. It is S ((x1,x2)) = (x1,0). Since
the line L : x9 = x1 makes an angle of 45° with the positive x1 axis, we can
find T by first rotating the picture by 45° clockwise, then applying S, and
then rotating the picture back to its original setting.

The matriz for 45° rotation clockwise 1s

R cos (—45°) —sin(—45°)]_{ V2/2 \/5/2}
47T | sin (—45°)  cos (—45°) —V2/2 V2/2 |-

The matriz for S is
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The matriz for 45° rotation counterclockwise is

[ )
V2/2  V2/2

Thus T' = Rys 0 .S 0 R_450 and the matrix for T is

R — { cos (45°) — sin (45°) }

sin (45°)  cos (45°)

AT - A45o ASA,450

V22 V22711 0 V2/2  V2/2
vais Ve |00 ]| Ve Vil

|

1 1 1 1
T(<$17$2>) = <§I1 + §$2, §$1 + §!L‘2> .

|

The formula for T is

[N
N[00 [~

We have shown that the linear transformation T' is similar to the linear trans-
formation S and we have also shown that the matrix

11
Ar = { 7 3 } is similar to the matriz Ag = [ Lo } .

T and S are both projection transformations, but they project onto different
lines. S projects onto the x1 axis and T projects onto the line L : xq = x1.

Observe that the matrix
1 0
w1 ) -

from Example 5.5.4 is simpler than the matrix

/2 /3)2
S Y1l

from that example. Likewise, the matrix

A = { (5.23)

Ag — {(1) 8} (5.24)
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from Example 5.5.5 is simpler than the matrix

Ar= |

DO [0 | =
N | —RO | —

} (5.25)

from that example.

Why might we view the Ag matrices (5.22) and (5.24) as being “simpler”
than the corresponding matrices Ay matrices (5.23) and (5.25)? Perhaps
because they have “lots of zeros” and thus we get the intuitive sense that
they are easier to work with than matrices that don’t have “lots of zeros”.
In fact, the matrices in (5.22) and (5.24) are examples of what we refer to
as diagonal matrices and they are, in many ways, easier to work with than
matrices that are not diagonal matrices. In particular, it is easy to raise
a diagonal matrix to a power (meaning to multiply the matrix by itself a
certain number of times). To see an example of this, let us use the pair of
matrices Ag given in (5.22) and Ar given in (5.23). We will compute A% and
AZ.

The computation of A% is

1 0 1 0

2 _ _ _

RPN PR T RN ST

The fact that A% = I, makes sense because the composition So .S is reflection

through the x; axis followed by another reflection through the x; axis, which

is the same as doing nothing. Hence S o S is the identity transformation.
The computation of A2 is

s 12 V32 1/2 V3/21
ap=aar=| gt | [ i Da)mn o

and this also makes sense because the composition T oT is reflection through
the line L, that makes an angle of 30° with the positive x; axis, followed by
another reflection through the line L, which is the same as doing nothing.
Hence T o T is the identity transformation.

The matrix multiplication done in (5.26) requires less computation than
the matrix multiplication done in (5.27) because two of the entries of Ag are
0 (and it is easy to multiply by 0) whereas A7 does not have any entries of 0.
Let us formally define what we mean by a diagonal matrix and then state a
theorem that tells us that it is easy to compute powers of a diagonal matrix.
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Definition 5.5.2. An nxn matriz A is said to be a diagonal matriz if the
only non-zero entries of A are on its main diagonal. Specifically, A = [a;]

is a diagonal matriz if a;; = 0 for all i # j.

5]

15 a diagonal matrix and the matriz

Example 5.5.6. The matriz

A

1 0 0
A=10 -1 0
0 0 0
15 also a diagonal matriz.
Theorem 5.5.1. If
[ aii 0 0
0 a929 0
A= 0 0 ass
| 00 0

ann

1s a diagonal matriz, then for any integer p > 1 we have

(a2, 0 0

0 dby O

A= 0 0 adf
| 0 0 0

0
0
0

p
W |

Theorem 5.5.1 tells us that any power of a diagonal matrix, A, is also a
diagonal matrix and the entries on the main diagonal of AP are simply the
entries on the main diagonal of A raised to the p power. For example if

3 0
A‘{o -5

|
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320 9 0
2 _ —
=0 ][0 =)

3 3? 0 21 0
A° = 3 | = :
0 (=5) 0 —125
We will look at the problem of “diagonalizing” a given matrix in more
detail in Chapter 6. This is the problem of deciding whether a given matrix
A is similar to some diagonal matrix B or not. (We will see that it turns out

that some matrices are diagonalizable and some are not.) We conclude this
section with some exercises on the concept of similarity.

then

and

Exercise 5.5.8. If we are given any n X n matrix B then it is easy to find
another n X n matrix A that is similar to B. All we need to do is take any
invertible n x n matriz C and let A= C~'BC.

1. Let B be the matrix

Find a matriz, A, that is similar to B.

2. Let B be the matrix

-2 3 -1
B=|-1 -3 2
3 -1 =2

Find a matriz, A, that is similar to B.
Exercise 5.5.9. 1. Explain why any n X n matriz, A, is similar to itself.
2. Explain why if A is similar to B, then B is similar to A.

3. Ezxplain why if A is similar to B and B is similar to C, then A is
simalar to C.

Exercise 5.5.10. Ezplain why the only matriz that is similar to

0 0

18 02><2.
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Exercise 5.5.11. Explain why the only linear transformation from R* to R?
that is similar to the identity transformation E (¥) = I is E itself.

Exercise 5.5.12. Explain why the only linear transformation from R? to R?
that is similar to the linear transformation T () = 22 is T itself.

5.6 Linear Transformations for General Vec-
tor Spaces

Thus far we have considered only linear transformations 7' : R™ — R™.
Since all such transformations have the form 7' (Z) = AZ where A is some
m X n matrix, we have the tools that we need (matrix algebra) to be able to
understand these linear transformations very well. We can answer questions
regarding the range and kernel of T by using A and can also determine
whether or not 7' is invertible. We can easily form the composition of two
linear transformations by multiplying their matrices. We will now be more
general and define what we mean by a linear transformation 7" : V. — W
where V' and W can be any vector spaces. It will be seen that all of the
central concepts that apply to linear transformations 7 : R — R™ such as
range, kernel, and invertibility, carry over in a natural way to more general
linear transformations 7" : V' — W. The only difference is that it does not
any longer make sense to write T () = AZ, where A is a matrix, because
the vectors in V' are not assumed to be vectors in R". We will see, however,
that when the vector spaces V' and W are finite dimensional, we can still use
matrix tools to study 7" : V — W by working with coordinate vectors.

The definition of a linear transformation 7" : V' — W parallels Definition
5.2.1.

Definition 5.6.1. Suppose that V' and W are vector spaces. A linear trans-
formation from V' to W is a function T : V' — W that has the properties:

1. If Z and § are any two vectors in V, then T (T +¢) =T (Z) + T ().
2. If Z is any vector in'V and c is any scalar, then T (cZ) = T (Z).

We have already seen many examples of linear transformations 7' : R™ —
R™. Let us now look at two examples that involve other vector spaces.
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Example 5.6.1. Let S : R — R be the function defined by

S (<(I1, ag,ds, . . >) = <a2, as,aq, . . > .

This is called a shifting transformation because the action of S is to discard
the first component of the input and then shift all other components one
position to the left. We will use Definition 5.6.1 to prove that S is a linear
transformation. We will only prove that the first requirement of Definition
5.60.1 is satisfied and leave it as an exercise for you to prove that the second
requirement of the definition is also satisfied.

Suppose that @ = (ay, as, as, . . .) and b = (b1,by, b3, ...) are vectors in R*.
Then

S (@+8) =S ({ar, a2, a5,...) + (b, ba, by, . .)
= S ((a1 + b1, a9 + ba, a3 + bs,...))
= (ag + bo, a3 + bz, as + by, ...)
= (ag, as, a4, ...y + (b, b3, by, ...)
—S(@)+S (5) .
This shows that S satisfies the first requirement of Definition 5.6.1.

Exercise 5.6.1. Show that the shifting transformation, S, defined in Exam-
ple 5.6.1 satisfies the second requirement of Definition 5.6.1.

Example 5.6.2. In Calculus I, you learned about derivatives. The process
of taking the derivative of a function is called differentiation. You probably
did not realize at the time that differentiation is a linear transformation! The
reason (which you learned in Calculus 1) is that

1. If f and g are two differentiable functions, then f + g is also a differ-
entiable function and

(f+9) =f"+4

and

2. If f is a differentiable function and c is a constant (scalar), then cf is
also a differentiable function and

(cf) =cf'.
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To formalize this fact, we define D : C* (R) — C°(R) to be the function
D(f)=1f"

Then D is a linear transformation because for all f and g in C' (R) and all
scalars ¢ we have both

D(f+g)=D(f)+D(g)
and
D{(cf) =eD(f),
showing that both requirements of Definition 5.6.1 are satisfied.

To illustrate with a specific ezample, suppose that f is the function defined
by f (z) = 23 and g is the function defined by g (x) = sin (z). Then

D(f+g)=D (2 +sin(z))
= 32% + cos ()
=D(f)+D(g)
and
D (3f) =D (32%)
= 9x?
=3 (32%)
—3D(f).
Exercise 5.6.2. For the differentiation transformation D (f) = f', compute
1. D (cos(x))
2. D(x*—1)
3. D (5x® — 2z + 16)
4. D(e)
5. D (—2e”sin (z) — Le” cos (z))
Exercise 5.6.3. Let Msyo be the vector space of all 2 X 2 matrices with real

entries. Let f: Myyo — Mayo be the function defined by f (A) = rref (A). Is
f a linear transformation? FExplain why or why not.
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5.6.1 Range, Kernel, and Invertibility

The definitions of the range and the kernel of a linear transformation 7T :
V. — W are easily generalized from the definitions that we gave for these
concepts for linear transformations 7": R* — R™.

Definition 5.6.2. If V and W are vector spaces and T : V — W s a linear
transformation, we define the range of T to be

Range (T') = {y € W | T (Z) = for at least one ¥ € V'}
and we define the kernel (also called null space) of T to be
ker (T) = {fe VT () ZGW}.
Note that two alternative ways to describe Range (7) are
Range (T) ={T (¥) | €V}

and
Range (T) =T (V).

Just as was the case for linear transformations 7" : V' — W it is always
true that Range (7") is a subspace of W and that ker (7') is a subspace of V.
You are asked to prove these facts in Exercises 5.6.5 and 5.6.6. Furthermore,
it is also true that if V' is a finite dimensional vector space, then the analog of
Theorem 5.2.3 (Fundamental Theorem of Linear Algebra) holds. Specifically
if V' is finite dimensional, then

dim (Range (7)) + dim (ker (7)) = dim (V) .

The concept of invertibility of a linear transformation 7" : R* — R™ also
carries over to linear transformations 7' : V' — W. In fact this concept was

defined more generally for functions (not necessarily linear transformations)
f:A— B in Section 5.1.2.

Definition 5.6.3. Suppose that V' and W are vector spaces and suppose
that T 'V — W s a linear transformation. We say that T is invertible
if Range (T') = W and T is also one—to—one. If T is invertible, then the
inverse of T is defined to be the function T=': W — V defined by

T () = & where T is the unique vector in V such that T (T) = .
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Note that if T': V' — W is invertible, then
(T o) (Z)=T""(I'(Z)) =Fforall Te V

and
(ToTHY (@) =T(T" () =T forallZe W.

For an invertible linear transformation T : R™ — R™, it was easily seen
that T~! is also a linear transformation. That was because we saw that
if A is the matrix of T, then A~! is the matrix of 77!, When dealing
with linear transformations in general, we don’t have a formula of the form
T (¥) = AZ to work with. Nonetheless, it is always true that the inverse of
an invertible linear transformation is a linear transformation. This is stated
in the following theorem.

Theorem 5.6.1. Suppose that V' and W are vector spaces and suppose that
T :V — W is an invertible linear transformation. Then T™' : W — V as
defined in Definition 5.6.3 is also a linear transformation.

Proof. We need to show that 7! satisfies both of the requirements of Def-
inition 5.6.1. Suppose that & and ¥ are vectors in W. Since T is invertible,
there is a unique vector @ in V such that T (@) = ¥ and hence @ = T~ (Z).
Likewise, there is a unique vector ¢ in V' such that 7 (¢) = ¥ and hence
=T (7). Since T is a linear transformation then

TW+0)=TW)+T@W)=+y
which implies that
T @+ =d+o=T"@)+T ().

This shows that 7! satisfies the first requirement of Definition 5.6.1. In Ex-
ercise 5.6.4, you are asked to show that 7! satisfies the second requirement
of Definition 5.6.1. O

Exercise 5.6.4. Complete the proof of Theorem 5.6.1 by showing that T~}
satisfies the second requirement of Definition 5.6.1.

Exercise 5.6.5. Suppose that T : V — W 1is a linear transformation. Prove
that Range (T') is a subspace of W.
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Exercise 5.6.6. Suppose that T : V — W is a linear transformation. Prove
that ker (T') is a subspace of V.

Example 5.6.3. In FExample 5.6.1, we considered the shifting transformation
S R*® — R™ defined by

S (<(l1, ag,ds, . . >) = <a2, as,aq, . . > .

What is the range of S? In other words, what is the set of all vectors b e
R> for which there ezists a vector @ € R such that S(a) = b? After
a moment of thought, we can see that Range (S) = R>. If we take any

vector b = (b1,bg,b3,...) € R>®, then b is the image under S of the vector
a = (0,by,by,bs,...) because

-

S(a) =S5 ((0,b1,b9,bs,...)) = (by,ba, b3,...) =0.

What is the kernel of S? In other words, what is the set of all vectors
ac R°° for which S (@) = 02 (Recall that in R, the zero vector is 0 =
(0, ..).) After some thought, we see that ker (S) consists of all vectors
ac R‘X’ that have the form

a= <a1,0,0,0,...>

(meaning that all components of @ are 0 except possibly for the first compo-
nent). For such vectors @ we see that

S (@) = S ({a1,0,0,0,...)) = (0,0,0,...) = 0.

Furthermore, if the vector @ has a nonzero component anywhere beyond the
first component, then S (@) # 0. We can write ker (S) as

ker (S) = Span {(1,0,0,0,...)}.

Exercise 5.6.7. In Example 5.6.3, we discovered that the range and kernel
of the shifting transformation, S, are

Range (S) = R~
ker (S) = Span {(1,0,0,0,...)}.

The fact that Range (S) = R>® means that S maps R onto R>®. Ezxplain
why S is not one—to—one and hence not invertible.
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Example 5.6.4. In Example 5.6.2 we studied the differentiation transfor-
mation D : C* (R) — C°(R) defined by

D(f)=f"

Recall that C'(R) s the set of all functions with domain R that are
differentiable and have continuous derivatives. That is why it was okay
for us to designate the codomain of D to be C° (R), which is the set of all
continuous functions that have domain R. If f has a continuous derivative,
then D (f) = f' is a continuous function.?

You may recall that one part of the Fundamental Theorem of Calculus
(studied in Calculus I) tells us that any continuous function has an an-
tiderivative. This means that if g is any continuous function, then there
exists a differentiable function f such that D (f) = g. Therefore the range of
D s

Range (D) = C° (R) .
Exercise 5.6.8. In FExample 5.6.4 we explained why the differentiation trans-
formation, D (f) = f' has range Range (D) = C° (R). Explain why D is not
one—to—one and hence not invertible.

Hint: How many solutions does the equation D (f) =5 have?

Example 5.6.5. In this ezample we look at the differentiation transforma-
tion, but with domain restricted to P, = Span {1, x,22}. The elements of Py
are polynomial functions that have degree 2 or less. Thus the elements of P
have the form

p(z) = ap + ayx + ayz’? (5.28)

where ag, ai, and as can be any scalars. When we take the derivative of such
a function we obtain a polynomial function of degree 1 or less:

D (p) = a1 + 2ayz. (5.29)

This means that if want to study the transformation D (p) = p’ with
domain P, we can choose the codomain to be P,. We might as well do that,
since then we have that D maps P, onto Py. In other words Range (D) = P;.
To be sure we see why Range (D) = Py, note that if

q(x) =by+bix € P,

2There do exist functions that are differentiable but whose derivatives are not contin-
uous. These functions are studied in other courses.
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then ¢ = D (p) where p € Py is the function

1
p(x) = box + 5611‘2.

Is D one—to—one? The answer is no. To see why not, let ¢ € Py be the
function
q(x) =5+4x.

There are infinitely many functions p € Py such that D (p) = q. For example
D (5z 4 22%) =5+ 4

and
D (94 5z + 22%) =5 + 4.

We conclude that D is not invertible, because D is not one—to—one.
Examining this from the point of view of Fundamental Theorem of Linear
Algebra, since dim (Range (D)) = dim (Py) = 2, then we must have

2 + dim (ker (D)) = dim (P) =3

and hence we must have dim (ker (D)) = 1. To see why dim (ker (D)) = 1,
note that ker (D) consists of all functions p € Py such that D (p) = z where
z 1s the zero polynomial (meaning the polynomial such that z(x) = 0 for all

x € R). The only functions in Py that have derivative z are the constant
functions. Thus ker (D) = Span {1}, meaning that dim (ker (D)) = 1.

Exercise 5.6.9. In Example 5.6.5 we saw that the differentiation transfor-
mation D : Py — Py defined by D (p) = p' maps Py onto Py but is not

one-to-one and hence not invertible. Let Py = Span{z,z*}. Thus Pj con-
sists of all polynomial functions of the form

p(2) = a2 + apz?.
Since the derivative of such a function has the form
D (p) = a1 + 2asz,

then we can choose our codomain to be P;.
Let D : Py — Py be the differentiation transformation D (p) = p'.
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1. Ezxplain why D s one—to—one and hence invertible.

2. Determine Range (D) and ker (D) and show that the Fundamental The-
orem of Linear Algebra

dim (Range (D)) + dim (ker (D)) = dim (P})

18 satisfied.

5.6.2 Powers of Linear Transformations 7' :V — V

From this point on we will consider only linear transformations 7°: V' — V|
where the domain and codomain of T are the same vector space. For such
linear transformations, we have Range (7)) C V and thus we can compute
T oT. In fact, since Range (T'oT) C V, we can compute T'o T o T and so
on. We can compose 71" with itself as many times as we like. The standard
notation that is used when composing a linear transformation with itself n
times is T™. Thus

T>=ToT
T3=ToToT

ete.
Exercise 5.6.10. Let S : R — R be the shifting transformation
S ({ay, as,as,...)) = (as, a3, ay, . ..)
that was introduced in Example 5.6.1. Give formulas for S* and S®.

82 (<CL1, az, as, . . >) e —
S®(lay, az,as3,...)) = .

Hint: Remember that S? = S o S. This means that

S?(@) = (So8) (@) =S(S(a)).

Exercise 5.6.11. Let D : C* (R) — C* (R) be the differentiation trans-
formation D (f) = f'. This is the same transformation that was introduced
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i Example 5.6.2, except that we are now restricting the domain to include
only functions that have derivatives of all orders; i.e., functions whose first
derivative, second derivative, third derivative....and all derivatives exist. In
restricting the domain of D to be C* (R), the linear transformation D now
maps its domain into its domain and thus it is possible to form any number
of compositions of D with itself. As an example, we have

D (:1;’3) = 327

D?(2*) = D (D (2%)) = 6x
D’ (2*) = D (6z) =6
D*(z*) =D (6) =0

We see that D" () =0 for all n > 4.
1. Find D" (z* — 223 + 52 — 2) for alln =1,2,3,...
2. Find D™ (sin (z)) forn =1,2,3 and 4.

(

(

3. Find D" (e*) for alln =1,2,3,...

4. Find D" (ze®) forn=1,2 and 3.
(

5. Find D" (zsin (x)) forn=1,2,3 and 4.

5.6.3 Working with Coordinate Vectors

We will now consider linear transformations 7" : S — S where S is a finite
dimensional subspace of a vector space V. The vector space V itself can be
either finite dimensional or infinite dimensional but we will only be using a
finite dimensional subspace of V' as the domain of our linear transformation
and we will only consider linear transformations that map this finite dimen-
sional subspace into itself. Hence we will be able to discuss composition of
T with itself any number of times as in Section 5.6.2.

If S is a finite dimensional subspace of the vector space V and B =
{t, Uy, ..., U} is an ordered basis for S consisting of k vectors (where k > 1),
then the coordinate vector of any vector ¥ € S with respect to the ordered
basis B is the vector in R¥ whose components are the unique weights that
are used in writing @ as a linear combination of the vectors in B. In other
words,

T = city + coliy + -+ + cptly, (5.30)
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if and only if
[f]B = <CIJCQ7"'JC]€> : (531)

Lemma 4.8.1 in Section 4.8 tells us that if # and g are any two vectors in
S and c is any scalar, then

7+ 45 = [7]5 + [0 (5.32)

and
c@]z = c @]y (5.33)

The facts (5.32) and (5.33) tell us that the mapping from S into R* that maps
each vector © € S to its coordinate vector [Z], is a linear transformation!
Furthermore, this linear transformation is invertible because (5.30) is true
if and only if (5.31) is true. We will refer to the linear transformation that
maps a vector ¥ € S to its coordinate vector with respect to basis B as
a coordinate mapping. Rather than giving a capital letter name to the
coordinate mapping (as we normally do for linear transformations), we will
just use the bracket symbol [-],; to denote the coordinate mapping and we
will use the symbol [-]gl to denoted the inverse of the coordinate mapping.
Thus [-]5: S — R* is the linear transformation defined by

[Z]; = (1,62, .., Cr)

where (c1,¢a,...,c;) is the unique vector in R* that satisfies (5.30), and
[-]gl : R* — S is the linear transformation defined by

[<Cl, Co, ... ,Ck>]l;1 = f

where 7 is the unique vector in S that satisfies (5.30). The dot () that
appears in the notations []; and [-]z' is just a place holder. If we plug
some specific vector into [-]z or []5', then that vector takes the place of the
dot. This kind of notation is commonly used in mathematics in situations
where such a notation is convenient. Before proceeding, let us look at some
examples to make sure that we understand the bracket notation for the co-
ordinate mapping and inverse coordinate mapping (because we will be using
this notation a lot in what follows).

Example 5.6.6. We showed in Example 4.7.7 that the set of vectors B =
{1, 2,2} is linearly independent and is thus an ordered basis for the vector
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space Py = Span{1,z,x*}. The elements of Py are polynomial functions of

the form

p(x) = ag + a1 + axx®.

The coordinate vector of the above function p with respect to the ordered basis
B is
[p(2)]5 = (a0, a1, az) .

If {co,c1,co) is any vector in R3, then the inverse coordinate vector of
(co, c1,C2) 18 the function
[(Co, Cy, C2>]_1 = Cp + a1 + C2I2.
As specific examples,

(=5 + 22 + 32%] ; = (=5,2,3)

and
[(—4,—1,-5)]5" = —4 —x — 52,

Example 5.6.7. Consider the vector space R>*. We can obtain a two di-
mensional subspace of R> by choosing any two vectors, @ and b, in R> such

that B = {6, l;} s a linearly independent set and then taking our subspace
to be S = Span {(‘i, Z_)} Let us choose

a=(1,0,1,0,1,0,...) (alternating 1 and O starting with 1)
b= (0,1,0,1,0,1,...) (alternating 1 and 0 starting with 0).
The set B = {6, 5} 15 linearly independent because it is a set of two vectors
and neither one of them is a scalar multiple of the other one. Thus B =
{c?, 5} s an ordered basis for the two dimensional subspace S = Span {c?, l;}

Let T be the vector
F=(-2,2,-2,2,-22 ...

Then & € S because T = —2a + 2b. The coordinate vector of & with respect
to the ordered basis B is

[7]p = (=2,2)
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and the inverse coordinate vector of (—2,2) is
-1 _ o
[<_27 2>]B =7

Both of the above two facts are due to the fact that ¥ = —2ad + 2b.

Example 5.6.8. Let S = Span {sin (z),cos (x)}. We showed in Ezxample
4.7.12 that the set of functions B = {sin (x),cos (z)} is linearly independent.
Thus B is a basis for S. The coordinate vector of the function —3sin (z) +
cos (x) with respect to the ordered basis is

[—3sin (z) + cos (x)]; = (=3,1)
and the inverse coordinate vector of the vector (—3,1) is
[(=3,1)]5" = —3sin (z) + cos (z) .

Exercise 5.6.12. For the vector space Py = Span{l,z,x*} with ordered
basis B = {1, z, 2%}, find

a) 24 2z + 227,

b) s

¢) [l

d) 2]

e) [(1,-2,-2)]5'
f) [0, 1, 1)]5"

Exercise 5.6.13. Let @ and b be the vectors given in Example 5.6.7. We
showed in that example that B = {5, 5} 18 linearly independent and s thus

an ordered basis for S = Span {d’, l;} Find
a) [(0,0,0,0,0,0,0,...)],
b) [(1,2,1,2,1,2,1,.. '>]B
¢) [(2,—4)]5'
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Exercise 5.6.14. The set of vectors
B = {sin (z),cos (z),zsin (z),x cos (z)}
1s linearly independent and is thus a basis for
S = Span {sin (z) , cos (x) , zsin (z) ,x cos ()} .

Find

a) [—3sin (z) + 2cos (x) + 3z sin (x) — 3z cos (z)]g4

b) [cos ()]s

¢) [—4cos(x)+ brsin (x) + x cos (z) + 3sin (x)]5

d) [(-4,2,4,-1)];'

1. 1{0,0,1,0)]5"

We will now see how we can use coordinate vectors as a handy tool for
studying a linear transformation 7" : S — S where S is finite dimensional and
B = {uy, s, ..., U} is an ordered basis for S. The idea, which is described
precisely in Theorem 5.6.2, is to consider a similar linear transformation
Ts : R¥ — RF that mimics 7. The advantage of working with Tj is that we
have a matrix to work with because Ty has the form Tp (¢) = Agc for some
k x k matrix Ag. Theorem 5.6.2 tells us how to find the matrix Ag, which is
called the matrix of the linear transformation 7" with respect to the
ordered basis B.

Theorem 5.6.2. Suppose that S is a finite dimensional subspace of a vec-
tor space V' (where V' may be finite dimensional or infinite dimensional)
and suppose that T : S — S is a linear transformation. Suppose also that
B ={iy, Uy, ..., U} is an ordered basis of S. Define Ag to be the k x k matrix
whose columns are

Col; (Ag) = [T'(1;)] 5 (5.34)

and let T : R* — RF be the linear transformation defined by Ty (C) = ApC
for all ¢ € R*. Then for all & € S we have

T (@) = [As 75 (5.35)
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S £ -S
A

[Is []s”

Figure 5.24: T =[]z~ o Ts o []5

Before giving the formal proof of Theorem 5.6.2, let us try to understand
what the theorem is saying in an informal way. Figure 5.24 shows two dif-
ferent routes of getting from S to S. One route (the shorter route indicated
in black) is to go directly from S so S using the map 7. The other route
(longer route indicated in red) is to first go form S to R* using the coordinate
mapping [-] 5, then go from R* to R* using the map T, and then go from R*
to S using the inverse coordinate mapping [-],;~

Figure 5.25 illustrates the effect (using each of the two routes) on a specific
vector © € S. The direct route takes us directly from # to T'(Z):

T T(Z).
The indirect route takes us from 7 to T (¥) via the steps

-1
708 (7], 58 Ap (7], 5 (A (@' =T @).

Of course, the reason we need to prove the theorem is to make sure that
the equality at the end of the above sequence of mappings is correct. You
may have noticed that the notation being used is a bit cumbersome due to
the fact that we need to write the subscript “B” so many times. That is
true. We really don’t need to write it because we are only dealing with one
ordered basis B, so there is no room for confusion if we leave the subscript
B out of the notation. Thus let us suppress the writing of B. To economize
on notation, we will just write [-] instead of [-] ; with the understanding that
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53 -7 (3)

1] 7@ =141 [T

Y
3] v ~A[3]

Figure 5.25: T(Z) = [A[7]]™*

[-] really means [] ;. We will also suppress the writing of the subscript B for
the matrix Ag, thus simply writing A instead of Ag. With these notational
conveniences, equation (5.35) of Theorem 5.6.2 can be written more simply
(with less messy notation) as T (Z) = [A[#]]'. The diagram in Figure 5.24
uses the notation with subscript B included and the diagram in Figure 5.25
leaves out the subscript B.

And now for the proof of Theorem 5.6.2:

Proof. We want to prove that if # is any vector in S, then T (%) = [A [Z] .
Let Z € S. Since B ={i;,Us,..., U} is an ordered basis for S, then there
are unique scalars ¢y, ca, . .., ¢ such that
T = 0117;1 + CQﬁQ + -+ Ckﬁk.

This means that

[f] = <Cl,02, c. ,Ck> .
The matrix A (which we have decided to just call A) is the matrix whose
column vectors are as defined in equation (5.34):

Col; (A) = [T (i,)].

Recall that A [Z] is the linear combination of the column vectors of A using

—]

the entries of [7] as weights, and thus
A [f} =C COll (A) + c CO].Q (A + - F COlk (A)
=1 [T (@) + 2 [T (@2)] + - + o [T (U] -
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Using the coordinate mapping property (5.33), we obtain
AT = [aT ()] + [T (@) + - - + [aT ()]
and then using property (5.32) we obtain
A7) = [T (ty) + coT (da) + -+ - + T (Uy)] -

Now we use the fact that 7' is a linear transformation to obtain

= [T (Cﬂ_h) + T (Cgﬁg) + -+ T (Ckﬁk)]
= [T (Clﬁl + CQ’(IQ + -+ Ck’ljk)]
= [T(@)].
Since [T'(Z)] = A [], then T (Z) = [A[£]] " O

As is always the case, understanding new ideas requires looking at exam-
ples, which we will now do. Before looking at the examples, we provide a
theorem that tells us some of the important information we can learn about
T by using the matrix A (= Ag). We will omit the proof of the theorem.

Theorem 5.6.3. Suppose that S is a finite dimensional subspace of a vector
space V' and suppose that T : S — S is a linear transformation. Suppose also
that B ={iy, s, ..., U} is an ordered basis for S and let A be the matriz
of T with respect to the ordered basis B. This is the matriz whose column
vectors are given by (5.34). Then

1. The set of vectors {§1, Y, ..., Yp} is a basis for Range (T) if and only
if the set of vectors {[th], [¥2] .- .. (U]} is a basis for CS (A).

2. The set of vectors {¥1,Za,...,%,} is a basis for ker (T') if and only if
the set of vectors {[Z1],[Z2], ..., [T} is a basis for N (A).

3. For any integer n > 1 and any £ € S, T™ (&) = [A™ [£]]".
4. For any vector y € Range (T'), T (Z) = ¢ if and only if A[Z] = [y].

Part 1 of Theorem 5.6.3 says that to find a basis for Range (T), we just
need to find a basis for CS (A) and then apply the inverse coordinate mapping
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to these vectors. Likewise, part 2 of the theorem says that to find a basis
for ker (T"), we just need to find a basis for N (A) and then take the inverse
coordinate mapping. Finding bases for CS (A) and N (A) is something we
know how to do. Part 3 of the theorem is very useful because it allows us to
form a composition of T" with itself as many times as we like, say n times, by
computing A". This is something that can be easily done using a calculator
(or some other software) even when the matrix A is rather large in size and/or
n is large. Part 4 of the theorem tells us that solving an equation of the form
T (F) = ¢ in S is equivalent to solving a matrix—vector equation in RF.

Example 5.6.9. Let P, be the vector space of polynomial functions of degree
2 or less. We know that B = {1,z,2?} is an ordered basis for P,. Let D :
Py, — Py be the differentiation transformation defined by D (p(x)) = p' (z).

Let us answer four questions about D that correspond to the four parts of
Theorem 5.6.3. The questions we will answer are

1. Find Range (D).
2. Find ker (D).
3. Find D™ for alln > 1.

4. Find all functions p (x) € Py such that D (p(x)) = —3 + 2.

We will answer these questions directly (without using either Theorem
5.6.2 or Theorem 5.6.3) and then we will answer them using the theorems.
It will be seen that the questions can easily be answered directly, and hence
that the theorems are not really needed. Upcoming erxamples will be ones
in which similar questions cannot be as easily answered directly but can be
answered using the theorems.

Answering the Questions Directly: FEvery element p(x) € Py has
the form

p(z) = ap+ a1z + agz”.

1) Using what we learned in calculus about differentiating polynomials, we
see that
D(p(z)) =p' (v) = a1 + 2ag.

This tells us that the derivative of a polynomial of degree 2 or less is a poly-
nomial of degree 1 or less and hence that Range (D) C P;. Conversely, if we
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take any polynomial q (x) = by+ by in Py, then D (p (x)) = q (x) where p (z)
15 the polynomial

1
p(z) = bozr + Ebla:Q.

This tells us that P, C Range (D). We conclude that Range (D) = P;.

2) To find ker (D), we need to find all polynomials p (x) = ag + ez +
asx® € Py such that D (p(z)) = z(x) (where z is the zero polynomial).
Setting

ai (1) + 2asx =0 for allz € R

and using the fact that the set of functions {1,x} is linearly independent,
we conclude that a; = 0 and 2ay = 0 (and hence ay = 0). This tells us
that ker (D) contains only constant functions, p(x) = ag. FEvery constant
function is a scalar multiple of the constant function 1. So we can say that
ker (D) = Span {1}.
Notice that we have found that Range (D) = P, = Span {1, x} and ker (D) =

Span {1}. We see that Range (D) has dimension 2 and ker (D) has dimension

1 and that the Fundamental Theorem of Linear Algebra holds true because

dim (Range (D)) + dim (ker (D)) =2+ 1 =3 = dim (5) .
3) For a polynomial p (x) = ag + a1x + asx® € Pa, we have

D (p(z)) =p (z) = a; + 2asx

and D™ (p (z)) =0 for alln > 3.

4) We want to find all solutions of the equation D (p(x)) = —3+ 2z that
lie in Py. In other words, we want to find all functions p (z) € Py such that
p(z) is an antiderivative of —3 + 2x. In calculus, we learned that

/(—3+2x) dx = C — 3z + 2*

where C' can be any constant. Hence the solutions of D (p(z)) = —3 + 2z
that lie in Py are all functions of the form p(z) = C — 3z + 2. There are
infinitely many solutions because C' can be any constant.
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Answering the Questions using the Theorems: First we will use
Theorem 5.6.2 to construct the matrixz of D with respect to the ordered basis

B={1,z,2*}. Since

D(1)=0
D(z)=1
D (xQ) = 2x,
then
[D (1)] = (0,0,0)

[D ($)] = <1’070>
D)) = 0.2.0)

Thus we have by Theorem 5.6.2 that

010
A=10 0 2
000
1) Since
010 010
A=]o00 2| =100 1]|=rref(4), (5.36)
000 0 00

we see that the set of vectors {(1,0,0),(0,2,0)} is a basis for CS (A) (because
these are the pivot columns of A). Theorem 5.6.3 then tells us that the set

of vectors
{[(1,0,0)]7",[(0,2,0)] "} = {1,2z}

is a basis for Range (D). Since Span {1, 2z} is the same thing as Span{1,x},
we can say that
Range (D) = Span {1,z2} = P;.

2) The row reduction done in (5.36) also shows us that a basis for N (A)
is {(1,0,0)} and Theorem 5.6.3 then tells us that a basis for ker (D) is

{[(1,0,0)] 7"} = {1}.

Hence ker (D) = Span {1}, which is the set of all constant functions.
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3) Note that

A? =

AS = = O3><3

r
DO O O OO o
SO O oo

OO = OO

and hence A" = Osy3 for all n > 3.
Now observe that for any polynomial p (z) = ag + a1z + axx® in Py we
have

010
Alp(x) =10 0 2 | (ap,ai,as) = {(ay,2as,0)
000

and thus part of 3 of Theorem 5.6.3 tells us that
D(p(z)) =[Alp ()] = a1 + 2asz.

Likewise
00 2
A2 [p (.Z')] = 000 <a07 ay, a?) = <2a2a O? 0>
0 0O
and hence

D? (p(z)) = 2as.

For any n > 3 we have

0 00
A"[p(x)]=10 0 0 | {(ag,as,as) = (0,0,0)
000
and hence
D" (p(x)) =0 for alln > 3.

4) To solve D (p(z)) = —3 + 2z, we can solve the matriz—vector equa-
tion A[p (x)] = [=3 4 2x] and then apply the inverse coordinate map. Since
[—3 +2z] = (=3,2,0), then to solve Alp(x)] = -3+ 2x], we need to per-
form row reduction on the augmented matrix

010 -3
0 0 2 2
0 00 0
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The row reduction can be achieved in just one step (a scaling operation on
the second row). We obtain

01 0] -3 01 0] =3
002 2 |™o0oo01]| 1
000 0 000]| 0

If we call the unknowns of our equation (ag, ay,as) then we have

agp = C' (a free variable)

a] = -3

a9 = 1
which we can write in the vector form (ag,ai,as) = (C,—3,1). Part 4 of
Theorem 5.6.3 then tells us that the solution set of D (p(x)) = =3 4 2z

consists of all functions of the form p (z) = C — 3z + x* where C can be any
constant.

Example 5.6.10. Let
S = Span {sin (z) , cos (x) , zsin (z) ,x cos ()} .
We leave it as an ezxercise to show that the set of vectors
B = {sin (), cos (x),zsin (z),z cos (z)}

is linearly independent and is thus an ordered basis for S. We once again
consider the differentiation transformation D : S — S. To find the matrix
of D with respect to the ordered basis B, we compute

D (sin (x)) = cos (x) (5.37)
D (cos (x)) = —sin ()
D (zsin (x)) = sin (z) + x cos ()
D (xcos(r)) = —xsin (z) + cos (z)
and then observe that
[D (sin (x))] = (0, 1,0, 0)
[D (cos (z))] = (—1,0,0,0)
[D (zsin(z))] = (1,0,0,1)
[D (xcos(z))] = (0,1,—1,0)
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From this we obtain the matriz of D with respect to the basis B, which is

0 -1 1 o0
1 0 0 1
A= 0 0 0 -1
0 0 1 0
Since
1 0 00
01 00
rref (A) = 0010l
00 01
then
CS(A) =R

and Theorem 5.6.3 then tells us that

Range (D) = S
ker (D) = {z}.

(Recall that we are using the notation z to denote the zero function.)

To illustrate part 3 of Theorem 5.6.3, suppose that we wish to compute
the fifth derivative of the function f(x) = 3xsin(z). We know how to do
this using the Product Rule of differentiation that we learned in Calculus I,
but it is tedious. We would start by computing the first derivative

D (3zsin (x)) = 3z cos (z) + 3sin () .
Then we would compute the second derivative

D? (3w sin (7)) = D (3x cos (x) + 3sin (z))
= 3z (—sin (z)) + 3cos (z) + 3 cos (x)
= —3zsin (z) + 6 cos (),

and then we would need to repeat this process three more times to obtain the
fifth derivative. However, computing the fifth derivative can easily be achieved
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using the matrix

0 -1 1 0

1 0 0 1

A= 0 0 0 -1

0 0 1 0

(and a calculator) to obtain

0 -11 071\ [0 -15 0
ool o0 |1 0 0 5
0 0 0 -1 0 0 0 -1
0 0 1 0 0 0 1 0

The matriz A® is the matriz of D> with respect to the ordered basis B. Since

D® is the fifth derivative transformation, then to find D® (3zsin(x)), we

can instead find A®(0,0,3,0) because (0,0,3,0) is the coordinate vector of

3z sin (z) with respect to the ordered basis B. After doing that, we convert

the answer back to the “S world” by applying the inverse coordinate mapping.
Since

A%(0,0,3,0) = (0,0,3,0) = (15,0,0,3),

o O = O

then the inverse coordinate mapping gives
D (3xsin (z)) = 15sin (x) + 3z cos (z) .

We can be completely general. Suppose we start with any function, f, in
S and suppose we want to compute the nth derivative of this function. That
is, we want to compute D" (f). Since f has the form

f(x) =csin(z) + o cos (x) + czxsin (x) + cqx cos (z)
then

Lf (z)] = {c1,ca, 02, c4) .

To find D™ (f (x)), we just compute A" [f (x)] and then apply the inverse
coordinate map to obtain D" (f (x)).



346 CHAPTER 5. LINEAR TRANSFORMATIONS

As an example, suppose we want to find the tenth derivative of the func-
tion
f(x) = cos(z) + xsin (z) + 2z cos (z) .
This means that we want to find DV (f (x)). Since the matriz of D with
respect to the ordered basis B is

10

0 -1 1 0 -1 0 0 -10
410 _ 1 0 0 1 - 0 -1 10 0
o 0O 0 0 -1 o 0 0O -1 0 ’
0O 0 1 O 0 0 0o -1
and since
[f (z)] =(0,1,1,2),
and since

AlO [f (:C)] = <_2O7 97 _17 _2> ’
then

D' (cos () + wsin () + 22 cos (z)) = —20sin (z)49 cos (z)—x sin (z)—2x cos (z) .

(The continuation of this example may be most appreciated by
students who have studied integration techniques in Calculus II.
However, the continuation of the example really only requires an
understanding of what an antiderivative is.)

As an illustration of part 4 of Theorem 5.6.3, we can also use the matrix
A to compute integrals of the form

/f@:) da

where f is a function in the vector space S. For erxample, suppose we wish

to compute the integral
/ xsin (z) dx.

If you have studied integration techniques in Calculus II, then you proba-
bly remember how to do this problem: wuse integration by parts. However,
since this is an antidifferentiation problem, we realize that what we are doing
is looking for the solutions of the equation D (F (x)) = wxsin(z). Realiz-
ing that the coordinate vector of xsin(x) with respect to the ordered basis
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B is [zsin(x)] = (0,0,1,0), we see that the equation that we need to solve
is A[F (z)] = (0,0,1,0). Forming the appropriate augmented matriz and
performing row reduction we obtain

0 -1 1 010 1 000 1
1 0 0 1|0 . 0100 O
0 0 0 —-1|1 0010 0
0 0 1 010 0001 -1

and we see that the unique solution of A[F (x)] = (0,0,1,0) is [F(x)] =
(1,0,0,—1). When we translate this fact back into the world of S, it means
that the unique solution, F (x) € S, of D(F (z)) = wxsin(x) is F(z) =
sin (x) — x cos (x). Thus

/xsin () dz = sin (z) — x cos (z) .

You might be thinking that the above answer can’t be right. In fact, it is
not quite right. The equation D (F) = xsin (z) actually has infinitely many
solutions. The correct answer is

/xsin () dz =sin(z) —xcos (z) + C

where C' can be any constant. Why did our method not yield the “+C” that
should be there? The reason is that we started by considering the vector space

S = Span {sin (z) , cos (z) , zsin (z) , x cos (z) }

and this space does not include any constant functions other than the zero
function z (x) = 0. If we had started, instead, with the vector space

S* = Span {1, sin (), cos (z) ,zsin (x) ,z cos ()},

which does include all of the constant functions, then our matriz A would
be a 4 X 5 matriz. One free variable would be present and that free variable
gives us the “+C”. The problem that we solved was not to find all functions
F € S* such that D (F) = xsin (z). The problem that we solved was to find
all functions F' € S such that D (F) = xsin (z).

Exercise 5.6.15. For the vector space Py = Span {1, x, 22 23} with ordered
basis B = {1,z,2? 23}, let D : Py — Pj be the differentiation transformation

D(p)=p.
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1. Find the matriz, A, of D with respect to the basis B. .
2. Use A to determine Range (D) and ker (D).

3. Compute A%, A3, and A*. You should find that A* = Ox4.

Exercise 5.6.16. Let B = {1,¢% e?**}. This set of functions is linearly
independent and is hence an ordered basis for S = Span{l,e®, e*}. Let
D : S — S be the differentiation transformation D (f) = f'.

1. Using calculus, we obtain

2. Find the matriz, A, of D with respect to the basis B.

3. It is not too tedious to compute the third derivative of the function
f(z) = 4 — 6e” + 3e* using calculus. Please do compute f" (x) =
D3 (f(x)) using calculus.

4. Use part 2 of Theorem 5.6.3 to compute f" (x) by using the matriz that
you found in question 2.

Exercise 5.6.17. Let B = {1,e"sin (x),e” cos (x)}. This set of functions if
linearly independent and is hence a basis for S = Span {1, e” sin (x) , e cos (x) }.
Use an appropriate matriz to find the fifth derivative of the function

f(x)=5—¢"sin(x).

(It is a bit tedious to do this by just using calculus, but you may want to try
it just to see that your answer matches with what you got using a matriz.)

Exercise 5.6.18. Let B = {1,x,e", xe*}. This set of functions is linearly
independent and is hence an ordered basis for S = Span{l,z,e”, ze”}. Let
D : S — S be the differentiation transformation D (f) = f'.
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1. Using calculus, we obtain

2. Find the matriz, A, of D with respect to the basis B.
3. Compute the 6th derivative of the function
f(x)=>5+4x + 3e” — 2xe”
using the matrixz that you found in question 2.

Exercise 5.6.19. Use the matriz you found in Fxercise 5.6.18 to evaluate
the indefinite integral

/ (2 — 2z 4 3¢® + 2z€”) dx.

Exercise 5.6.20. (perhaps best appreciated by students who have
had Calculus I1, but only requires an understanding of the concept
of antiderivative) You may remember from Calculus I that integrals of the
form

/ (ae® sin (x) 4 be” cos (z)) dx

can be computed using integration by parts twice, which can be tedious.
Use the matrixz you found in Ezercise 5.6.17 to evaluate

/ez sin (x) dz.

5.7 Isomorphism of Vector Spaces

In Section 5.6.3 we made heavy use of the coordinate mapping from a finite
dimensional vector space, S, of dimension k to the vector space R*. The
coordinate mapping allowed us to work with vectors in R* in order to draw
conclusions about several important properties of the vector space S. It also
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allowed us to solve equations involving vectors in S by solving the corre-
sponding equations in R*. A rather informal description of what we learned
in looking at many examples is that no matter what the nature of the vectors
in S, the fact that S is k—dimensional means that S is “essentially the same”
as R as far as algebra is concerned. This formal term that corresponds
to the informal idea of “essentially the same” is isomorphic. This comes
from the Ancient Greek isos meaning “same” and morphe meaning “form”
or “shape”.

Definition 5.7.1. A vector space V' is said to be isomorphic to a vector
space W if there exists an invertible linear transformation T -V — W. Any
invertible linear transformation T : V. — W is said to be an isomorphism

from V' onto W.

Remark 5.7.1. Some basic observations concerning Definition 5.7.1 are

1. Any vector space, V', is isomorphic to itself because the identity trans-
formation E 'V — V is an isomorphism from V onto V.

2. If V is isomorphic to W, then W s 1somorphic to V. This is because
if T 'V — W is an isomorphism that T=' : W — V s also an
isomorphism.

3. If V is isomorphic to W and W is isomorphic to X, then V' is isomor-
phic to X.

Exercise 5.7.1. Prove part 8 of Remark 5.7.1.

Remark 5.7.2. By part 2 of Remark 5.7.1, a vector space V is isomorphic
to a vector space W if and only if W is isomorphic to V. Thus it makes
sense, when we know that V' is isomorphic to W, to say that V and W are
tsomorphic to each other.

As mentioned above, the type of isomorphism that we have studied thus
far is a coordinate mapping. If S is a finite dimensional vector space (which
might be a subspace of some larger finite or infinite dimensional vector space,
V) and B = {;,Us, ..., U} is an ordered basis for S consisting of exactly
k > 1 vectors, then dim (S) = k and the coordinate mapping

S B 1=
z [x]B
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is an isomorphism from S onto R*. This is because [], is invertible. Of
course it is also true that the inverse coordinate mapping

7 &

is an isomorphism from R* onto S. Hence S and R* are isomorphic to each
other.

The following theorem tells us that two finite dimensional vector spaces
are isomorphic to each other if and only if these vector spaces have the same
dimension.

Theorem 5.7.1. Suppose that V and W are finite—dimensional vector spaces.
Then V and W are isomorphic to each other if and only if dim (V) =
dim (W). Specifically, if V' and W both have dimension k (wherel < k < 00),
then V and W are both isomorphic to R*.

Proof. We already know that if V' is a finite dimensional vector space with
dim (V) = k (where 1 < k < 00), then V is isomorphic to R*. The reason
is that we can choose any ordered basis B = {uy, s, ..., U} for V and we
know that the coordinate mapping [-];: V — R" is an isomorphism from V
onto RF.

Now suppose that V' and W both have dimension k. Then V' is isomorphic
to R* and R* is isomorphic to W. By part 3 of Remark 5.7.1, V is isomorphic
to W.

Conversely, suppose that V' and W are both finite dimensional and that
V' is isomorphic to W. This means that there exists an isomorphism 7' :
V — W. By the Fundamental Theorem of Linear Algebra,

dim (Range (7)) + dim (ker (7)) = dim (V).
Since T'maps V onto W then Range (T') = W and hence dim (Range (T")) =
dim (W).
Since T is one-to—one, then ker (T") = {6V} and hence dim (ker (7)) = 0.

We now see that
dim (W) 4+ 0 = dim (V).

This completes the proof. ]

Example 5.7.1. The vector space, Msys, consisting of all 2 X 2, matrices
has dimension 4.
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The vector space, Miyy4, consisting of all 1 x 4, matrices has dimension

The wvector space Py = Span{l,x, 22 23}, consisting of all polynomial
functions that have degree 3 or less, has dimension 4.

The vector space S = Span {1, z,xsin (z),z cos (x)} has dimension 4.

All four of the above—mentioned vector spaces have the same dimension
(4) and hence all of these vector spaces are isomorphic to each other. Each
of them is isomorphic to R*.

Exercise 5.7.2. Which of the following pairs of vector spaces are isomorphic
to each other? (This is equivalent to asking whether or not the given pair of
vector spaces have the same dimension.)

1. R’ and RS
2. R® and P,

o

. Span {1, x,z?} and Span{1,e®, e*}

{5} and {5}

5. A line through the origin in R* and a line through the origin in R®

~

5.8 Additional Exercises

(Jump to Solutions)
1. The identity transformation F : R? — R? is defined by
E (%) =12

(a) Show that E satisfies both of the requirements of Definition 5.2.1
and is thus a linear transformation.

(b) Suppose that L is any line in R%. To what line does the identity
transformation map L? In other words, what is E(L)?

2. The zero transformation 7 : R? — R? is defined by

Z (&) = 0s.
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(a) Show that Z satisfies both of the requirements of Definition 5.2.1
and is thus a linear transformation.

(b) Suppose that L is any line in R?. What is Z(L)?

3. We have stated that a function that satisfies the linearity properties of
Definition 5.2.1 is called a linear function and that a function that does
not satisfy those properties is called a nonlinear function. According
to this, a linear function f : R — R is a function that satisfies the
properties

1. If z and y are any two real numbers, then f (z +y) = f (z)+f (v) .

2. If x is any real number and ¢ is a scalar (a real number), then

fex) = cf (x).
This exercise points out a nuance in this terminology.

a) Show that the function f : R — R defined by f(x) = bx is a

linear function.

b) Show that if a is any constant (real number), then the function
f: R — R defined by f (z) = az is a linear function.

¢) Explain why the function f: R — R defined by f (x) = 5z + 3 is
not a linear function.

You may be surprised and disappointed to learn that f (x) = 5z + 3
is not a linear function, because its graph is a straight line and you
were probably taught throughout all of the math courses you have
taken (including calculus) that this kind of function is called a linear
function. It is actually called an affine function. In linear algebra, a
function f : R — R that has the form f (z) = ax + b, where a and b
are constants, is called a linear function only if b = 0. If b # 0, then
f is called an affine function. When b # 0, we don’t want to call the
function linear because it does not satisfy the linearity requirements of
Definition 5.2.1. In other courses, such as calculus, there is a different
interpretation of the word “linear”. It just means a function whose
graph is a straight line. It would be distracting in studying calculus
if we were to make a distinction between linear and affine functions.
so we don’t do it in calculus. However, it is essential to make this
distinction in linear algebra.
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4. For the following linear transformations 7' : R" — R™, determine the
range of 7" and the kernel of 7. Also determine whether or not 7' is
invertible. If T is invertible, then find the formula for 77!,

a) T : R? — R? defined by T ((z1,x2)) = (—4x1 + 229, —4x1 — 612)
: R? — R? defined by T ((x1, 12)) = (—4x1 + 235, —411 + 215)
{

(
(
: R? — R* defined by T ({1, 12)) = (x1, 21, T2, T1 + Ta)
(
(

/N
o

SECEORCEC)
N NN

e) T: R®— R? defined by T ({(x1, 2, 23)) = {x1,0,0)

5. Find the linear transformation that reflects vectors in R? through the
x; axis. To do this

(a) Determine T'((1,0)) and 7" ({0, 1)).

(b) Use what you found in part a to write down the matrix A such
that T () = A7 for all ¥ € R?.

(¢) Write the formula for 7" in the form 7' ((xq,x9)) = (., ).
6. Find the linear transformation that reflects vectors in R? through the

x5 axis. You can do this by following the same procedure as in Exercise
5.

7. Let L be the line, pictured in Figure 5.26, that makes an angle of 6
with the positive x; axis.

The purpose of this exercise is to find the linear transformation that
reflects vectors through L. Call this linear transformation 7. Thus

T (¥) = reflection of Z through the line L.

Find the standard matrix, A, of T" and also write T" in the form
T (1, 2)) = (s ).

Here 1s the suggested strategy:

In Section 5.3.6, we determined the linear transformation, Ry, that
rotates vectors by some angle 6.

: R® — R? defined by T ({x1, %2, T3, T4, T5)) = (51 — 39 — 373 — HTy — 275, T3)
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(1, y2)

T(X)= <y{»2 (x1, x2)

= <xq, x>

Figure 5.26: T (Z) = reflection of ¥ through L.

In Exercise 5 you found the linear transformation that reflects vectors
through the x; axis. Give this linear transformation the name S.

Observe that reflecting a vector & through the line L can be accom-
plished in three steps:

(a) First apply R_g, which is the same thing as R, ", to Z. That will
rotate & through the angle —6.

(b) Then reflect R,;' (¥) through the z; axis by applying the linear
transformation S to it.

(¢) Then rotate (S o R,") () back through the angle 6 by applying
Rg to it.

At some point in doing this exercise you may find it helpful to remember
the trigonometric identities

cos® () — sin® (#) = cos (26)
2sin (#) cos (0) = sin (26) .
8. Use the general result that you found in Exercise 7 to find the linear

transformation T : R? — R? that reflects vectors through the following
lines L:
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9.

10.

11.
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(a) L is the line that makes an angle of 60° with the positive z; axis.

(b) L is the line 25 = 2x;.

Show that the reflection transformation that you found in Exercise 7
is its own inverse. Does this make sense?

Two n x n matrices, A and B, are similar to each other if there exists
an invertible n x n matrix C' such that A = C~'BC. If we multiply
both sides of this equation on the left by C, we obtain

CA=C (C‘lBC’)
which can write as
CA = (CC’_I) (BC)
or as
CA=1,BC

or as

CA = BC.

Thus A and B are similar to each other if there exists an invertible
n X n matrix C such that CA = BC.

Show that the two matrices

Sk

are similar to each other by finding an invertible 2 x 2 matrix C' such
that CA = BC.

T

Hint to set this problem up: Let C' = [ -
3

CA = BC and solve for C.

2 ], then plug this into
Ly

(for students who have studied infinite sequences in Calculus
IT) In Section 4.7.3, it was pointed out that the set of all convergent
sequences of real numbers,

C ={d={(a1,as,as,...) € R™ | d converges}
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is a subspace of R*. Recall that “@ converges” means that there exists
a real number Lz such that

lim,, voo a,, = Lgz.

The number L; is called the limit of the sequence @ = (ay,as, as, . ..).

As a specific example, suppose that @ is the sequence @ = <1, %, %, . .>,

meaning that a, = % for eachn =1,2,3,.... Then @ is in the subspace
C because @ converges. The limit of @ is

1
limn_mo —=0= La‘-
n

Consider the function 7' : C' — R defined by T (@) = Lz where Lz is
the limit of the sequence a.

(a) Verify that T satisfies both requirement of Definition 5.6.1 and is
thus a linear transformation.

(b) Describe Range (T") and ker (7).
(¢) Does T'map C onto R? Explain.
(d) Is T one-to—one? Explain.

(e) Is T invertible? Explain.

12. The linear transformation S : R? — R? defined by
S ((x1,22)) = (321, 72)

multiplies that x; component of each vector by 3 and leaves the x,
component unchanged.

The linear transformation T : R? — R? defined by

T ((z1,22)) = <m1,%m2>

multiplies that xs component of each vector by % and leaves the x
component unchanged.

(a) Explain in words what T o S does to vectors in R
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(b) Write down the matrices Ag and Ar and Agog.
(¢) Write a formula for 70 S in the form (T 0 S) ({(x1,22)) = .
(d)

)

d) Show that SoT =T o S.

(e) For the rectangle pictured in Figure 10 , draw the image of the
rectangle under T o S.

(-1,2) (1,2)

(-1,-2 2 (1,-2)

Figure 5.27: Rectangle for Question 12

13. Let B = {sin (z),cos (x)}. Since B is linearly independent, it is a basis
for S = Span {sin (x),cos (z)}. Let D : S — S be the differentiation
transformation D (f) = f'.

(a) Find the matrix, A, of D with respect to the ordered basis B.
(b) Compute A?, A3 and A*.
(c) Use the matrices A, A% A3 and A* to compute the first four

derivatives of f (x) = sin (z).

14. Let B = {e*, e "}. Since B is linearly independent, it is a basis for S =
Span{e*,e *}. Let D : S — S be the differentiation transformation

D(f)=1r"

(a) Find the matrix, A, of D with respect to the ordered basis B.
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(b) Use the matrix A to compute the 23rd derivative of the func-
tion f(z) = —e” + 2e™".
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Chapter 6

Eigenstuff

In Chapter 5, we saw that a linear transformation that maps a vector in R" to
a vector in R™ can always be characterized by a matrix-vector product, AZ.
Specifically, a linear transformation 7' : R" — R™ will satisfy T(¥) = AZ,
where A is an m xn matrix. In this chapter, we will continue to consider linear
transformations with our focus restricted to the case in which the vector ¥
and 7T'(Z) are in the same vector space R". Of course, this means that such
a transformation, 7', maps R" into R", and the corresponding matrix will be
a square matrix.
Consider the linear transformation 7" : R? — R? defined by

T(<$1,33'2>> = <5£L‘1 — .TQ,?)iL'l + $2>.

Let 7 = (1,3) and @ = (—1,1). In Figure 6.1, we see the standard represen-
tations of the vectors ¢ and « together with their images

T(v) =(2,6), and T(u)=(—6,—2).

We see that the effect of the transformation 7" on the vector @ has two
properties. It appears to rotate the vector @ through a counterclockwise angle
(i.e., change its direction) and to increase the magnitude. When comparing
¥ and its image T'(7), we see a change in magnitude, but the direction is not
changed. In fact, we can say that T'(¢) is an element of Span{¢}, making
T (V) = AU for some real number A. (It’s easy to see that A = 2 in this case,
since (2,6) = 2(1,3).) The vector ¢’ seems to have a special relationship with
5 —1

3 ], since

this linear transformation 7' and its standard matrix, A = [

361
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T(v) = Av. If we consider any vector & in Span{v}, then & = ¢t for some
scalar ¢. By the algebraic properties of the matrix-vector product, we see
that

AZ = A(c¥) = cAU = ¢(20) = 2(c¥) = 27.

So the matrix A scales every vector in Span{v} by this same factor of 2.
Given the complex nature of the matrix-vector product, this is an interesting
observation. A relationship such as A¥ = 27 is different from equations we’ve
encountered in previous chapters. Most notably, the product on the left,
AZ, is a matrix-vector product while the product on the right, 27, is scalar
multiplication of a vector. In general, these are not comparable products.
We can rephrase the scalar multiplication 2% in terms of a matrix-vector
product if we make use of the identity matrix I5. Given that I,¥ = ¥, we
can write 27 = 2/,#. Then for any vector ¥ in Span{(1, 3)}, we have

Ax =217,
which can be rearranged into a homogeneous matrix-vector equation

(A—2L)% = 0s. (6.1)

5 —1 2 0 3 -1
A_2I2_{3 1}_[0 2}_[3 —1}
With equivalent rows (making them linearly dependent), it’s immediately
apparent that this matrix is not invertible. In fact,

Note that

rref(A — 21,) — lé _1/8} 21,

This is consistent with the fact that we already know that there are nontrivial
solutions to the homogeneous Equation (6.1). In fact, from this rref, we see
that solutions to Equation (6.1) will be of the form ¥ =¢(1/3,1) for t € R.
The vector ¢ that we started with is of this form (with the choice ¢ = 3).
You may be thinking that this example is contrived, and that’s a fair ob-
servation. Once we know that there is a nonzero vector v for which Av' = 2,
we can use the tools we have developed to identify these vectors. But it’s not
clear where that equation came from (or why the scalar 2 features in it). The
example raises a number of questions. For example, are there other vectors,
not in Span{v}, such that the product A% reduces to scalar multiplication?
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Are there other scalars, besides 2, that hold a similar relationship to the ma-
trix A? We will answer questions of this sort in this chapter as well as explore
some of the advantages of such special linear transformation-matrix-vector
relationships.

T((1.3)) = (2.6)

1.3)

|
-]
|
=
|
o=
|
i=J
L
4=
L=

Figure 6.1: Standard representations of vectors @ = (—1,1) and ¥ = (1, 3)
along with their images under T'((z1, x2)) = (5z1 — X9, 311 + 23).

Exercise 6.0.1. For the matrizc A = { ?, _1 ]7

1. Evaluate AZ where ¥ = (1, 1).
2. Show that if ¥ is any vector in Span{(1,1)}, then AT = 4Z.

3. Identify the matrix A — 415, and show that this matriz is not invertible.

Exercise 6.0.2. Consider the matric A = [ ;l _I } .
1. Find a nonzero vector U = (vy,vs) such that AU = 64.

2. Confirm that AY = 6% for every vector in Span{v}, where U is the
vector you found in part 1. above.

3. Compute the matrizc A — (—3)15.



364 CHAPTER 6. EIGENSTUFF

4. Find a basis for N(A — (=3)13), i.e., the null space of the matriz that
you computed in part 3. above.

5. Show that if & is in N(A — (=3)13), then A% = —3%. (Hint: start by
taking @ to be the basis element you found in part 4. above.)

Exercise 6.0.3. Diagonal matrices are particularly easy to work with. Con-
a 0 0

sider the 3 x 3 diagonal matric A= | 0 b 0 | with a, b, and ¢ some real
0 0 ¢

numbers. Show that there are three vectors, say U1, Us, and v, such that

Aﬁl == aUl, Aﬁg = b'l72, and A?73 = 0173.

6.1 The Determinant

A determinant is a function that assigns a scalar value to a square matrix—
i.e., the determinant function takes a square matrix as its input and produces
a real number as its output. While the determinant function can be asso-
ciated with various geometric and algebraic considerations, one of its most
useful properties is its association with invertibility. Specifically, the determi-
nant of a square matrix will be zero if and only if the matrix is not invertible!.
While the general formulation for the determinant of an n X n matrix is not
particularly intuitive, we can arrive at the determinant of a 2 x 2 matrix by
focusing on the question of invertibility.

a b

Definition 6.1.1. Let A = [ . d]' The determinant of A, denoted

det(A), is the number
det(A) = ad — be.

Example 6.1.1. Evaluate the determinant of each of the matrices

1 -3
a7

'We rarely have need to consider 1 x 1 matrices which can be associated with scalars
for practical purposes. If A = [a11] is a 1 x 1 matrix, we will define its determinant to be
the value aq1.
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1 -3
vpe] 1]

3. 1.

We can apply our formula from Definition 6.1.1.
1. det(A) =1(5) — (=3)(2) =11
2. det(B)=1(9) — (—=3)(3) =0

3 det(b)zdet([é ?D —1(1) = 0(0) = 1

Exercise 6.1.1. Fvaluate the determinant of each of the matrices

(2 —4

L= 10}
[0 —1

2. B= B O}

3. C= C(.)Se —sin where 0 is a real number.
I sin @ cos

Exercise 6.1.2.

a b

1. Show that for A = { o d

] . det(24) = 4det(A).

a b

2. Show that for A = { . d

], det(3A4) = 9det(A).

3. Can you make a conjecture about the relationship between det(kA) and
det(A) for a 2 x 2 matriz A and a scalar k?



366 CHAPTER 6. EIGENSTUFF

Remark 6.1.1. Another common notation used to denote a determinant s
a pair of vertical bars (resembling absolute value bars), det(A) = |A|. This
makes it important to write delimiters clearly, especially when writing by

S a

b
d

hand. The object [ Cé 2 } s a 2 X 2 matriz, whereas the object

scalar.

While the relationship between the invertibility of our matrix A = [ OCL 2 }

and the number det(A) = ad — be, may not be immediately apparent, we can
deduce the relationship by appealing to the fact that A is invertible if and
only if rref(A) = I5, and this requires both columns of A to be pivot columns.
In particular, if a = 0 and ¢ = 0, then the first column of A is not a pivot
column, and A is not invertible. If a = ¢ = 0, then the value ad — bc = 0.
Now, invertibility requires at least one of a or ¢ to be nonzero. Let’s assume
that a # 0 and set up the multiply augmented matrix [A | _[2}. If we perform
a few operations with the goal of reducing A to its rref,

a bl1 0 [ a bl1 O
{c d|0 1} afty = Ry | ac ad | 0 a]
[ a b 1 0
—chi+ Ry = By | 0 ad —bc| —c a]’

the number ad — bc appears in the second column. The second column will
be a pivot column (hence A will be invertible) if and only if this number is

a b

nonzero. For the matrix A = { e d } , we have found that

e if a =c=0, then ad — bc = 0, and A is not invertible;

e if a # 0, then A is invertible if and only if ad — bc # 0.

Exercise 6.1.3. Let A = [ CCL 2 ], and suppose det(A) # 0. Show that

AT = detl(A) { o ] :
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Note that this provides a quick formula® for the inverse of a 2 X 2 matrix.

A common approach to computing the determinant for square matrices
with 3 or more columns is based on recursion. The determinant of a 3 x 3
matrix is computed as the weighted sum of determinants of 2 x 2 matrices.
The determinant of a 4 x 4 matrix is computed as the weighted sum of
determinants of 3 x 3 matrices, and so forth. This approach is called a
Laplace expansion; it is also referred to as a cofactor expansion.

Let us consider a 3 x 3 matrix,

aixz aiz Az
A= (21 Q22 (23
a31 azz 33

Let A;; denote the 2 x 2 matrix obtained from A by eliminating the i"* row
and the j* column. For example, the matrix A3 would be obtained from A
by eliminating the second row and the third column

_ @11 a2

as; asz|
Similarly, the matrix As; is the 2 x 2 matrix obtained from A by eliminating
the third row and first column

ayj; a2 Aas

apy G22 @23 — A31:{

Q12 Q13
Q22 Q23

Since each A;; is a 2 X 2 matrix, we can use Defintion 6.1.1 to evaluate its
determinant det(A;;). We have the following definition of the determinant
of a 3 x 3 matrix.

a1 G12 13
Definition 6.1.2. Let A = | as; ass ao3 |. The determinant of A,

a31 32 as3

2There is an analogous formulation for the inverses of larger matrices, but it is com-
putationally intensive. For example, the corresponding formula for the inverse of a 3 x 3
requires computation of nine 2 x 2 determinants plus the determinant of the 3 x 3 matrix.
Our row reduction procedure on a multiply augmented matrix is still the practical choice.
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denoted det(A), is the number
det(A) = a1 det(Au) — 12 det(Alg) + a3 det(Alg)

= ay Qg2 Q23 | a1 a1 Q23 T a3 a1 G22
Qg2 @33 asy ass asy @32
1 3 =2
Example 6.1.2. Compute the determinant of the matric A= | 4 0 1
2 2 5
We can simply apply the formula in Definition 6.1.2. Note that
Ay = [ - } so det(An) = 0(5) — 2(1) = —2.
4 1
A12 = 2 5 s SO det(Alz) = 4(5) - 2(1) = 18.

Ay = {‘21 g} 5o det(Ar) = 4(2) — 2(0) = 8.

Then

det(A) = aydet(A) — ajpdet(Arz) + a3 det(A;s)
— 1(=2) = 3(18) + (-2)(8)

= =72
Exercise 6.1.4. Fvaluate the determinant of each 3 X 3 matriz.
[ 1 2 —1
1. A= 4 3 0
| -2 1 5
[ -3 4 3
2. A= 3 —4 -3
| 2 1 0
[ —5 -1 1]
3. A= 2 1 1
3 1 -1

aj; a2 as
Exercise 6.1.5. Suppose A = 0 asy ags | . Show that det(A) = ayjagas;3.
0 0 ass
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6.1.1 Cofactors and the Determinant of an nxn Matrix

Now that we have a formulation for the determinant of a 3 x 3 matrix, we
can extend this to obtain a determinant formula for larger matrices. For
an n X n matrix, A, we will continue to use the notation A;; to denote the
(n — 1) x (n — 1) matrix obtained from A by removing the i* row and the
4t column. There is a special name for the determinant of such a submatrix
A;j; it is called a minor.

Definition 6.1.3. Let A be an n x n matriz, n > 2. The ijth minor of A
is the determinant of the (n — 1) x (n — 1) matriz A;;. That is, det(A;;) is
the ijth minor of A.

For each of the n? entries, a;;, in a matrix A, we have a corresponding
minor det(4;;). In the determinant formula of Definition 6.1.2, these minors
appear with a factor of either 1 or —1. A minor with the appropriate factor
is called a cofactor.

Definition 6.1.4. Let A be an n x n matriz, n > 2.
ijth cofactor of A = (—1)""7 det(A;).

Note that the factor of +1 or —1 is determined by the position of a,; in
the matrix, and these follow a predictable, alternating pattern starting with
+1 in the top left corner. That is, we can asign the correct sign according to
the pattern seen here:

+ - 4+ -
-+ - 4+
+ - 4+ -
-+ - 4+

Having defined cofactors, we see that the determinant of a 3 x 3 ma-
trix in Definition 6.1.2 obtained by multiplying each entry in the first row
with its corresponding cofactor and adding the results. We now define the
determinant of an n x n matrix.

Definition 6.1.5. Let A = [a;;] be an n x n matriz. The determinant of A,
denoted det(A) is given by

n

det(A) = > (=1)"ay; det(Ay;). (6.2)

j=1
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The sum in equation (6.2) is called a cofactor expansion across the first
row of A.

1 2 =10

‘ 0o 3 2 2

Example 6.1.3. Evaluate the determinant of A = 1 -1 o0 4
-1 2 21

Solution: The cofactor expansion will require the determinants of the
following four 3 x 3 matrices:

All = - ) A12 =

N — W

2
0
2

— o N
— = O
[N R En R V)

2
4
1

0 3
A= 1 -1
1 2

— o DN

0
s and A14: 1 -
-1

N — W
N O N

Applying the cofactor expansion for each, we obtain
det(AH) = —10, det(Alg) = —6, det(A13) = —13, and det(A14) = —4.
Then

det(A) = a1 det(AH) — Q12 det(Alg) + a13 det(Alg) — Q14 det(A14)

= (D)(=10) + (=1)(2)(=6) + (1)(=1)(=13) + (=1)(0)(—4)
= 15

6.1.2 Some Properties of Determinants

The determinant of a 4 x 4 matrix requires computation of the determi-
nants of four 3 x 3 matrices, each of which requires computing the determi-
nant of three 2 x 2 matrices. Despite the existence of a few applications, the
computational expense associated with taking a determinant limits its use
for almost all but the smallest of matrices. Nevertheless, the determinant
will provide us with a useful tool for our main purpose of this chapter, and
that is finding eigenvalues and eigenvectors and performing certain matrix
decompositions. A number of properties of determinants can be used to our
advantage, including some that may simplify taking a determinant.
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The formulation of the determinant of an n x n matrix given in Defini-
tion 6.1.5 is stated in terms of a cofactor expansion across the first row of the
matrix. However, the determinant can be evaluated by a cofactor expansion
across any row or down any column of the matrix.

Property 6.1. For n xn matriz A, we can compute det(A) using a cofactor
expansion across the i'" row

n

det(A) =) (=1)"a;; det(Ay). (6.3)

j=1

Similarly, we can compute det(A) using a cofactor expansion down the j*

column
n

det(A) =Y (=1)"a;; det(Ay). (6.4)
i=1
Note that in the summation in equation (6.3), the value of 7 is fixed so
that the cofactor expansion is computed by multiplying each entry in the
i" row by its cofactor and summing. In the summation in equation (6.4),
the value of j is fixed. In this formulation, the expansion is computed by
multiplying each entry in the j** column by its cofactor and summing.

Example 6.1.4. In Fxample 6.1.3, the determinant of the matriz

1
0
A= 1
—1

DN = W N
O N
— s N O

was computed by cofactor expansion across the first row. Let’s compute the
determinant by a cofactor expansion down the third column. This means that
we will fix the j value as 3 and compute

det(A) = (—1)1+3(l13 det(Alg) + (—1)2+36L23 det(A23)+

+(—1)3+3CL33 det<A33) + (—1)4+36L43 det(A43).

The 3 x 3 submatrices for this computation are

0 3 2 I 20
A13 = 1 —1 4 y A23 = 1 —1 4
-1 21 -1 21
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A33 =

=R
DN L DO

0
2 s and A43 =
1

[ s R
— W DN
=~ N O

with determinants
det(Ayz) = —13, det(Ay) = —19, det(Ass) = =5, and det(Aqs) = 18.
This gives

det(A) = (1)(=1)(=13) + (=1)(2)(=19) + (1)(0)(=5) + (=1)(2)(18) = 15.

Note that the intermediate computations are different, but the value of det(A)
matches that found in Example 6.1.3 (as it must!).

1 2 —1
Exercise 6.1.6. Find the determinant of the matritr A= | 3 4 0
2 =2 3

by computing a cofactor expansion
1. across the second row,
2. down the first column,
3. across the third row.

Since we can choose to use a cofactor expansion across any row or down
any column, we can take advantage of the presence of zeros. There’s no need
to compute a cofactor if we will multiply it by zero, so we may be able to
minimize the amount of work.

Exercise 6.1.7. Find the determinant of each matriz using a cofactor ex-
pansion that minimizes the computations.

1 0 -1 2
2 0 4 -3
1 A= 02 5 2
10 -1 0
(3 —4 0
2. B=1|10 -6 0
1 10
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Exercise 6.1.8. Suppose A is an n xn matrixz, and A has a row or a column
vector of all zeros. Explain why det(A) = 0.

There are a couple of immediate consequences of Property 6.1. One of
these is suggested in Exercise 6.1.8, and the other follows from the relation-
ship between the rows and columns of a matrix A and its transpose A”.

Property 6.2. Let A be an n X n matrix.

o If0, is a row vector or a column vector of A, then det(A) = 0.

o det(AT) = det(A).

Since we can choose to take the determinant using a cofactor expansion
across any row or down any column, the structure of a matrix can provide a
simpler formulation. Triangular matrices are an example of a special struc-
ture. We say that the matrix A = [a;;] is upper triangular if a;; = 0 for
all 7 > 7. As the name suggests, an upper triangular matrix has all of its
nonzero entries in the upper right triangular area of the matrix. Similarly,
the matrix A = [a;;] is called lower triangular if a;; = 0 for all i < j.
A lower triangular matrix is readily identified by the presence of all of its
nonzero entries in the lower left triangular area of the matrix. A matrix that
is both upper triangular and lower triangular is called a diagonal matrix.

a1 ai2 ai3 -+ Qln a1 0 0 0 a1 0 0 0
0 as2 a3 - ap a1 a2 0 S 0 0 a2 0 s 0
0 0 a3z --- asn az1 a3z aszz - 0 0 0 azz --- 0
0 0 0 o Qnn anl Qn2 Aan3 - GOnn 0 0 0 o Qnn

upper triangular lower triangular diagonal

To take the determinant of a triangular matrix, we can choose a row or
column with only one nonzero entry at each step in the iterative process.
This leads to a very simple formula for the determinant of such a matrix.

Property 6.3. If A = [a;;] is a triangular matriz (upper, lower or diagonal),
then the determinant of A is the product of its diagonal entries,

det(A) = ay1a22 - - - Ay

You may recognize the format of an upper triangular matrix from our
work with row echelon forms. Unfortunately, it is generally not the case that
a matrix A and an echelon form such as rref(A) have the same determinant.
However, we do know how each of the three elementary row operations affects
the determinant, and this provides a process by which we can deduce the
determinant of a matrix A by considering the determinant of a row equivalent
matrix having an advantageous structure.
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Property 6.4. Suppose A is an n X n matriz.

e [f B is obtained from A by performing one row scaling, kR; — R;, then
det(B) = kdet(A).

o [f B is obtained from A by performing one row swap, R; <+ R;, then
det(B) = —det(A).

o If B is obtained from A by performing one row replacement, kR;,+R; —
R;, then det(B) = det(A).

The power of Property 6.4 is that it allows us to use Gaussian elimina-
tion, a less computationally expensive process, to reduce a matrix to a row
equivalent echelon form (i.e., an upper triangular matrix). This requires that
the operations are recorded so that the determinant of the original matrix
can be deduced from the determinant of the resulting echelon matrix.

Exercise 6.1.9. Confirm each of the three statements in Property 6.4 for a
2><2matm'xA:{a b}.
c d

Exercise 6.1.10. Suppose A is a 4 X 4 matriz that is row equivalent to the

matriz
3 —1 0 2
0 4 -2 1
B = 0 0 -1 1
0 0 0 -2

If the following row operations were performed on A to produce B, determine
det(A).

o 2R+ Ry — Ry

o R3 <+ Ry

e 3Ry + R3 — R3

e 1Ry — Ry

e —Ro+ Ry — Ry

Exercise 6.1.11. If A is an n X n matriz, explain why det(kA) = k™ det(A)
for scalar k.
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There is a rather surprising property of the determinant that we will find
useful for our study of eigenvalues and associated matrix decompositions.
The determinant of a product, AB, of a pair of matrices is equal to the
product of their determinants.

Property 6.5. If A and B are n X n matrices, then
det(AB) = det(A) det(B).

Example 6.1.5. A proof of Property 6.5 is often done by induction on the
size of the matriz along with the use of simple matrices known as elementary
matrices (these are matrices obtained by performing one row operation on
the identity I,,). For 2 x 2 matrices, we can establish this property by direct

computation. Let
a b e f
A:[cd} and B——{g h]

Then det(A) = ad — be, det(B) = eh — gf, and

| ae+bg af +bh
AB_{ce—i—dg cf—i—dh]'

Then note that

det(AB) = (ae+bg)(cf + dh) — (ce +dg)(af + bh)
= aecf + bgcf + aedh + bgdh — ceaf — dgaf — cebh — dgbh
= bgcf + aedh — dgaf — cebh
= ad(eh — gf) —be(eh — gf)
= (ad —bc)(eh — gf)
= det(A)det(B). (6.5)

Exercise 6.1.12. For each pair of matrices A and B, evaluate the prod-
ucts AB and BA. Compute the determinants det(A), det(B), det(AB), and
det(BA) and confirm that det(AB) = det(A) det(B) = det(BA).

1 2 3 1
Z.A—[_4 3}andB_{2 5].
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1 -1 2 6 0 —1
2 A=|0 3 1| and B= 2 2 2
2 =2 4 -1 0 3

The most critical property of the determinant for our present purpose is
its relationship to the invertibility of a matrix.

Theorem 6.1.1. Let A be an n X n matriz. A is invertible if and only if

det(A) # 0.

Proof. We recall from Theorem 3.9.3 that an n X n matrix A is invertible if
and only if rref(A) = I,,. The row reduction process consists of some sequence
of the three elementary row operations (scaling, swapping, replacement), and
from Property 6.4, each such operation scales the determinant by a nonzero
scalar. If rref(A) is obtained from A by performing a sequence of p elementary
row operations, then

det(rref(A)) = ajag - - - o, det(A),

where each factor «; # 0 (each factor is either 1, —1, or some nonzero scaling
factor). Hence

det(A) = @ det(rref(A)), where @& # 0.
If A is invertible, then
det(A) = adet(rref(A)) = adet(,) = & # 0.

If A is not invertible, then rref(A) # I,,, and rref(A) has at least one row of
all zero so that det(rref(A)) = 0. In this case,

det(A) = & det(rref(A4)) = &(0) = 0.

]

2—-A 3
1 —1-A

Determine all values of X, if any, such that A is not invertible.

Example 6.1.6. Suppose A = { , where X\ is a real number.

We can use the fact that A is not invertible if its determinant is zero. We
obtain an equation that we can solve for .

det(A) = (2= A)(=1—=X) —1(3) = A\* = XA —5.
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Setting det(A) = 0, we get a quadratic equation
M —A—5=0,

with two solutions

1++v21 1—+21
A=———, or A= ——.
2 2
These are the only two values of \ for which the matrix A is not invertible.

Exercise 6.1.13. For each matriz A, determine all values of A, if any, such
that A is not invertible.

(2 -\ 1
LA=1"5" 9.
D |
2. A= 1 1o ]
3-)A 0
5. A=1"," ,7
(2N 4
A= 3y

1=\ 2 )
5 A= 0 3—-X -1
0 1 3-2\

6.2 Eigenvalues & Eigenvectors

In Chapter 5, we learned that one of the defining features of a linear transfor-
mation is that it maps a line to a line or to a point. For the various examples
of maps from R? — R?, we can even plot lines and their images to better
understand the action of a given linear transformation. As a general rule,
we don’t expect a linear transformation to map a given line back to itself,
but it may happen, and we might consider such an action as a character-
istic of the transformation. We opened this chapter with an example of a

o 1 } Z, and the observation that there

linear transformation, 7'(¥) = [ 5 1
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was a special set of vectors, namely Span{(1, 3)}, for which the matrix-vector
product, AZ, is equivalent to the scalar multiplication of the vector 27. In
Exercise 6.0.1, you might have deduced that there is another collection of
vectors, namely Span{(1, 1)}, for which this transformation scales, but does
not change direction. The scalar for those vectors is 4. For this particular
transformation, the vectors in Span{(1, 3)} with special scaling factor 2 and
the vectors in Span{(1, 1)} with special scaling factor 4 are the only vectors
in R? with this special property. The prefix Eigen, from the German for own
or characteristic, is used to describe these special vectors and scaling factors.

Definition 6.2.1. Let A be an n xn matriz. An eigenvalue of A is a scalar
A for which there exists a nonzero vector T such that

AT = M7 (6.6)

For a given eigenvalue \, a nonzero vector ¥ satisfying equation (6.6) is called
an eigenvector corresponding to the eigenvalue \.

Remark 6.2.1. A perhaps subtle but critical feature of Definition 6.2.1 is
that eigenvectors are monzero vectors. The equation AX = AT is trivially
satisfied by @ = 0, no matter what the value of the scalar X\, but the zero
vector is not an eigenvector. We place no such restriction on eigenvalues.
That is, an eigenvalue X can be any real number, including zero. (For certain
applications, we may be interested in allowing X\ to be a complex number, say
A = a+ib where a and b are real numbers and i* = —1.)

Example 6.2.1. Let A = [ _i ; ]

1. Show that A\ = =5 is an eigenvalue of A by finding a nonzero vector ¥
such that AT = —5Z.

2. Show that ¥ = (1,7) is an eigenvector of A by showing that there is a
scalar X such that A(1,7) = X\(1,7).

For part 1., we can obtain a system of equations. Let ¥ = (x1,x5), and
suppose Ax¥ = —bx. We have

AZ = (—4xy + x9, T2y + 229) = —5(x1, X9).
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Equating each of the entries in these vectors produces a system of equations

—4$1 + To = —5£B1
7.1’1 -+ 2.172 = —533'2 '

Writing this in the more traditional format with x1 and x5 on the left side,
we see that this is actually a homogeneous system

IE1+5E2:0

It s worth noting at this step that we have a homogeneous system with a
coefficient matriz that is not our original matrix A. The coefficient matriz
is the matrixz obtained from A by subtracting —5 from the diagonal entries,

1 1| | —4—(-5H) 1 | 41 -5 0|
[7 7}_{ 7 2—(—5)]_{ 7 2]_{ 0 —5}‘A_(_5>[2'
We are only interested in nontrivial solutions to the system 6.7, and this will

only be possible if our coefficient matriz, A — (—=5)I,, is not invertible. we
can solve system 6.7 using an augmented matriz and row reduction in the

traditional way.
1 110 rref 1 1]0
7 710 0 0[0 |

The coefficient matriz has only one pivot column (so it is not invertible),
and solutions to system 6.7 are vectors of the form ¥ = t(—1,1). We can
take any nonzero value® of t to obtain an eigenvector of A corresponding to
the eigenvalue A = —5. A simple ezamples is & = (—1,1). Before moving
on to the second part of the example, let’s verify that our solution satisfies
AZ = —bZ. Note that

AZ = (—4(=1) + 1(1), 7(=1) + 2(1)) = (5, =5) = —5(—1,1) = —57,

as expected.
For part 2., we can perform the product A(1,7).

AL, 7Y = (—4(1) + 1(7), 7(1) + 2(7)) = (3,21) = 3(1,7).

We see that for ¥ = (1,7), AZ¥ = A& where the value A = 3.

3Taking t = 0 does produce a solution to the system of equations 6.7. However, this
choice produces the trivial solution which, by definition, is not an eigenvector.
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Exercise 6.2.1. Let A = [ g :Zl% }

1. Show that A = 2 is an eigenvalue of A by finding a nonzero vector ¥
such that AT = 2.

2. Show that ¥ = (1,5) is an eigenvector of A by finding a scalar \ such
that AX = \T.

3. Show that the number X = 3 is not an eigenvalue of A. (Hint: Show
that A¥ = 3% has no nontrivial solutions.)

Exercise 6.2.2. We've seen that if (A, T) is an eigenvalue-eigenvector pair
for a matriz A, then AZ is in Span{Z}. Consider the transformation Rgge(Z) =

[ (1) _(1) ] T that rotates a vector in R* by 90° counterclockwise. Explain why

there are no (real) numbers X\ that are eigenvalue of the matrix [ (1) _(1) }

6.2.1 The Characteristic Equation

As the examples and exercises suggest, given a possible eigenvalue, we can
use existing tools to find corresponding eigenvectors (and vice versa). We
still require some process by which to determine whether a given matrix has
any eigenvalues and if so, to determine what they are. For n x n matrix A,
we are interested in the equation

AT = A7, (6.8)

Here, we are equating the vector in R" resulting from the matrix-vector prod-
uct AZ to the vector in R" resulting from scaling the vector Z. Equation (6.8)
is different from matrix-vector equations we've previously encountered. Our
unknown vector ¥ appears on both sides of the equation along with an un-
known scalar. Moreover, the two sides of equation (6.8) involve different
types of products. To use our existing tools to manipulate this equation,
it is advantageous to rephrase the right side of this equation as a matrix-
vector product. We need a matrix that will scale every vector by the (as
yet unknown) scalar A\. The matrix A\[,, does precisely that, so we can write
equation (6.8) as
AZ = M\, 7,
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and rearrange to obtain the homogeneous equation
AT — \L,@ = 0,.

Factoring the vector Z, we seek scalar(s) A such that the homogeneous equa-
tion

(A= \,)Z =0, (6.9)

has nontrivial solutions. At this point, an option is to construct the aug-
mented matrix [A — A, | 6,1} and commence with row reduction. If A
is a small matrix (say 2 x 2), and we exercise patience and caution, this
is a legitimate (if not somewhat unattractive) approach. We will take an-
other approach. A direct consequence of Theorem 3.9.3 is that the equation
(A — \I,,)Z = 0, has nontrivial solutions if and only if the matrix A — I,
is not invertible. By Theorem 6.1.1, we know that A — \I,, is not invertible
if and only if its determinant is zero. Since the determinant is scalar valued,
this provides us with a scalar valued equation for the eigenvalues, .

In Exercise 6.1.13, you had the opportunity to take the determinant of
a few matrices that had “some number minus A\” in each of the diagonal
entries. You probably noted that this always resulted in a polynomial. The
degree of the resulting polynomial matched the number of diagonal entries,
which of course coincides with the size of the square matrix. Given the
cofactor expansion formulation of the determinant, it will necessarily be that
det(A — \I,,) will be an n'* degree polynomial in the variable .

Definition 6.2.2. Let A be an n X n matriz. The function
Pa(\) = det(A — \,,)
is called the characteristic polynomial of the matriz A. The equation
Py(A\) =0, e, det(A—A,) =0
is called the characteristic equation of the matriz A.

As the name suggests, the characteristic polynomial of a matrix is a
polynomial. Its degree, as you've seen through examples (and as can be
proven by induction on the size of the matrix), is equal to the size of the
matrix. The characteristic polynomial provides a tool that we can use to
determine the eigenvalues of a matrix.
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Theorem 6.2.1. Let A be an n x n matriz, and let Po(\) be the character-
istic polynomial of A. The number \g is an eigenvalue of A if and only if
Pa(Xo) = 0. That is, Ay is an eigenvalue of A if and only if it is a root of
the characteristic equation det(A — \,,) = 0.

Proof. Suppose Ag is an eigenvalue of the matrix A. Then there exists a
nonzero vector & such that

AZ = .
Hence Z is a nonzero solution of the homogeneous matrix-vector equation

(A= X\I,,)Z = 0,.

The existence of a nontrivial solution to this homogeneous equation implies
that the matrix A — A\gI,, is not invertible. By Theorem 6.1.1, this matrix
has determinant zero. That is,

det(A — )\Oln) = O, i.e., PA(/\O) =0.

Conversely, suppose P4(\g) = 0 for some number \g. Since the determinant
of A — M\l is zero, A — A\ol,, is not invertible. Hence there exists a nonzero
vector T such that

(A= NI,)Z = 0,.

We can rearrange this equation to find that & is nonzero vector such that
AT = AT,
and conclude that )\g is an eigenvalue of A. m

Given an n xn matrix A, Theorem 6.2.1 is applied to arrive at an equation
for the eigenvalues. Once any eigenvalue )\ is identified, associated eigen-
vectors are obtained by characterizing the null space of the matrix A — \oI,,.

Example 6.2.2. Identify all eigenvalues of the matrix A and find an asso-
ciated eigenvector for each eigenvalue.

3]

First, we find the characteristic polynomial for A. Note that

-2 3 10 —2—-X 3
A_MQ_[ 611_)\{0 1]_[ 6 1—>\]'
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Taking the determinant,
det(A — M) = (=2 = A)(1 = \) — 6(3) = A + X\ — 20.

The quadratic factors readily as Pa(A\) = (A — 4)(A +5), and we have two
solutions to the characteristic equation (A—4)(A+5) = 0. We can label these

)\1 = 4, and )\2 = —5.

Nezt, for each eigenvalue, we set up the equation (A—X;12)T = 0y and identify
solutions. For A\; = 4, the coefficient matriz

—-2-4 3 | -6 3
6 1—4 | 6 —3 |’
Setting up the augmented matrixz and performing the row reduction,

6 3|0] mey [1 -1/2]0
6 —3]0 0 00

The solutions, T = (x1,x9) are of the form & =t <%, 1>, t € R. Taking t = 2
gives a representative eigenvector ¥1 = (1,2). Repeating the procedure for
Xy = =5, we find that solutions of the homogeneous equation (A—(—5)13)T =
0 are of the form & = s(—1,1). A representative eigenvector (selectings = 1)
is ¥y = (—1,1). To summarize, we found the eigenvalue-eigenvector pairs,

)\1 = 4, fl = <1,2>, and )\2 = —57 fg = <—1, 1>

Exercise 6.2.3. For each matriz, determine all eigenvalues and for each
eigenvalue, find a corresponding eigenvector.

3 %]

~

A
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Determining the eigenvalues of an n x n matrix A requires us to solve
an n'" degree polynomial equation P4(\) = 0. This is a straightforward
task when n = 2 (we can always apply the quadratic formula), but can be
quite the challenge—perhaps impossible without the help of computational
software—for large n. The eigenvalues of select matrices, specifically trian-
gular matrices, are readily identified as is stated in the following Theorem
(the proof of which is left as an exercise).

Theorem 6.2.2. If A = [a;;] is an n X n triangular matriz (upper, lower,
or diagonal), the eigenvalues of A are its diagonal entries. That is, the
eigenvalues, \; = a;; fori=1,...,n.

Before we proceed, we state one additional theorem on the connection
between the invertibility of a matrix and its eigenvalues.

Theorem 6.2.3. Let A be an n X n matriz. Then A is invertible if and only
if zero is not an eigenvalue of A.

Proof. Let A be an n X n matrix with characteristic polynomial P,. Suppose
A is invertible. Then by Theorem 6.1.1, det(A) # 0. Then

P4(0) = det(A — 0I,,) = det(A) # 0,

and A = 0 is not a zero of the characteristic polynomial P4(\) and hence
not an eigenvalue of A. Conversely, suppose A is not invertible. Then by
Theorem 3.9.3, rref(A) # I, and there exists a nontrivial solution to the
homogeneous equation AZ = 0,. Let &, be such a nontrivial solution. Then

Afo - Of(]

That is, zero is an eigenvalue of A. O

6.2.2 Eigenspaces & Eigenbases

The process of identifying eigenvalue-eigenvector pairs starts with finding
eigenvalues by solving the characteristic equation. With an eigenvalue in
hand, the associated eigenvectors are nontrivial solutions to a specific ho-
mogeneous equation. For an n x n matrix, this tells us that eigenvectors
associated with a given eigenvector are all elements of a specific subspace of
R™. We call this subspace an eigenspace.
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Definition 6.2.3. Let A be an n x n matrix and \g be an eigenvalue of A.
The eigenspace corresponding to the eigenvalue )\, is the set

As a null space, an eigenspace for an n X n matrix is necessarily a subspace
of R™. The eigenvectors associated with )y are all of the nonzero vectors in
this subspace, E4(Ao). In general, we can characterize a subspace of R" by a
basis, and since E4(\g) is the null space of a matrix, we can use our familiar
procedure to find a basis.

Example 6.2.3. It can be shown that the matriz A below has characteristic
polynomial P4(\) = (2 — N)*(9 — \), so A has two eigenvalues \; = 2 and
A2 = 9. Find a basis for the eigenspace of A corresponding to the eigenvalue
A =2, Ea(2).

4 -1 6
A=12 16
2 -1 8

We want to solve the homogeneous equation (A — 2I3)Z = Os.

4-2 -1 6 |0 1 —-1/2 3]0
[A—2L;|0s]=| 2 1-2 6 (0| Z£ 1o 0o o]0
2 -1 8-2|0 0 0 0]0

From the rref, we see that A — 213 has one pivot column and two non-pivot
columns. Any solution, & = (x1,x9,x3), of the homogeneous equation (A —
213)7 = 03 will satisfy
1 .
T = 51‘2 — 3x3, with x5 and x3 free.

With two free variables, we can write such an eigenvector as the linear com-
bination of two, linearly independent vectors

B 1
xzs<§,1,0>+t(—3,0,1>.

{(G10) =300,

A basis for Ea(2) is
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Example 6.2.4. The matriz B below has the same characteristic polynomial,
Pg(A\) = (2= MN)2(9— \), as the matriz in Example 6.2.5.

—12 9 B8
B=| -7 32 15
42 —-18 -7

Find a basis for the eigenspace, Eg(2), of B corresponding to the eigenvalue
)\1 = 2.

We proceed as we did in the last example by performing row reduction on
the matriz [B — 21'3\63} )

—12-2 9 8]0 10 1/2|0
—70 322 1lo| L Jo1 530
2 18 —7-210 00 00

We see that there are two basic and one free variable. Solutions ¥ = (1, xq, x3)

will satisfy

1 5
T = —5553, Ty = —§x3, with x3 free.

A parametric form of the solution is ¥ =t <—%, —%, 1> fort € R. A basis for

Ep(2) is
(340

(Note that if we select t = —6, we can take our basis to be the, perhaps more
attractive, set {(3,10,—6)}.)

The matrices A and B in Examples 6.2.3 and 6.2.4 have the same char-
acteristic polynomial and hence the same eigenvalues. As we saw in these
examples, however, the eigenspaces E4(2) and E(2) are not the same. Most
notably, these subspaces have different dimensions as evidenced by the dif-
ferent number of basis elements we found. The dimension of an eigenspace
is a characteristic of an eigenvalue for a given matrix.

Definition 6.2.4. Let A be an n X n matrix and Ny be an eigenvalue of A.
The dimension of the eigenspace, dim(E4(Ng)), corresponding to Ao is called
the geometric multiplicity of .
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For the matrix A in Examples 6.2.3, we found a basis for the eigenspace
corresponding to A; = 2 with two vectors making the geometric multiplicity
two. The geometric multiplicity of the eigenvalue \; = 2 for the matrix B
in Example 6.2.4 is one; the basis for the corresponding eigenspace contains
one vector. The geometric multiplicity of an eigenvalue tells us how many
linearly independent eigenvectors correspond to that eigenvalue.

As the root of an n'* degree polynomial equation, there is a second type
of multiplicity associated with an eigenvalue for a matrix. In general, an n*
degree polynomial with real coefficients has at most n real zeros. It may have
fewer than n, including non-real complex zeros. This places a limit on the
number of eigenvalues that a matrix can have.

Definition 6.2.5. Let A be an n X n matriz and Ay be an eigenvalue of
A. The algebraic multiplicity of \q is its multiplicity as the root of the
characteristic equation Py(\) = 0. That is, if (A — \o)* is a factor of Ps()\)
and (A — Xo)**! is not a factor of Pa()\), then the algebraic multiplicity of Ao
15 k.

The matrices A and B in Examples 6.2.3 and 6.2.4 both have charac-
teristic polynomial (A — 2)%(A\ —9). From this, we see that the eigenvalue
A1 = 2 has algebraic multiplicity two, and the eigenvalue Ay = 9 has alge-
braic multiplicity one. The algebraic multiplicity of an eigenvalue is a limit
on the number of linearly independent eigenvectors a matrix may have. In
particular, the algebraic multiplicity of an eigenvalue is greater than or equal
to its geometric multiplicity.

Exercise 6.2.4. Consider the pair of matrices

A:

S O W

1
3
0

o O O

3
, and B=10
0

o W o
ol = O

1. Find the characteristic polynomials P4 and Pg and show that they are
equal, P4(\) = Pg(\).

2. Identify the eigenvalues of A and for each eigenvalue of A determine
its algebraic multiplicity and its geometric multiplicity.

3. Identify the eigenvalues of B and for each eigenvalue of B determine
its algebraic multiplicity and its geometric multiplicity.



388 CHAPTER 6. EIGENSTUFF

One of the uses of eigenvalues and eigenvectors is that they may allow
us to express a linear transformation—i.e., a matrix, using a basis in which
the matrix is diagonal. To do this, we need a basis for R", and such a
basis necessarily contains n linearly independent vectors. Hence the linear
dependence or independence of a set of eigenvectors for a matrix is of interest.

Example 6.2.5. Suppose an n x n matriz A has distinct eigenvalues A\ and
Ao with corresponding eigenvectors Ty and 5. Show that the set {1, 75} is
linearly independent.

To show that {1, ¥} is linearly independent, let’s consider the homoge-
neous equation

lel + 0252 = Gn (610)

We want to show that the only solution s the trivial one, ¢y = co = 0. We
can create a system of two new equations. To generate the first, let’s multiply
both sides of equation (6.10) by the matriz A and make use of the fact that
AT = M@ and AZy = \oZy. We have

A (Cll_"l + Cgfz) = Aﬁn — ClAfl -+ CQAfQ = 6n,
which gives
Cl)\lfl + Cg)\gfg = On (611)

Since A1 and g are distinct, at least one of these is nonzero. We can assume
that \y # 0. We will create another equation by multiplying equation (6.10)
through by A\ to obtain

Cl)\lfl + Cg)\lfz = 6n (612)

(Note that equations (6.11) and (6.12) differ only in the coefficient of Zs.)
Now, we subtract equation (6.12) from equation (6.11) to obtain

Co ()\2 — )\1) fg = 671

Since Ty is an eigenvectors, it is not the zero vector. So it must be that
ca(Ay— A1) = 0, and since A\ # g, we see that co = 0 necessarily. This
means that equation (6.10) is

lel = On.

But as 1 is also an eigenvector and necessarily not the zero vector, we have
¢ = 0 as well. We have shown that the homogeneous equation (6.10) has
only the trivial solution which confirms that the set {1, ¥} is linearly inde-
pendent.
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Example 6.11 illustrates that two eigenvectors of a matrix corresponding
to different eigenvalues are necessarily linearly independent. More generally,
we have the following theorem.

Theorem 6.2.4. Let {Z),Zs,...,T} be a set of eigenvectors of an n x n
matrix corresponding to distinct eigenvalues Ay, Ag, ..., A\p. Then the set
{#1, %y, ..., Tk} is linearly independent.

One consequence of Theorem 6.2.4 is that an n x n matrix with n distinct
real eigenvalues is guaranteed to have n linearly independent eigenvectors. If
an n X n matrix has fewer than n distinct real eigenvalues, for example one
or more real eigenvalues has algebraic multiplicity two or greater, the matrix
may (e.g., the matrix A in Example 6.2.3) or may not (e.g., the matrix B in
Example 6.2.4) have n linearly independent eigenvectors. A set of n linearly
independent vectors is a basis for R". If we can construct a basis for R"
consisting of eigenvectors for a specific matrix, we aptly call such a basis an
eigenbasis.

Definition 6.2.6. Let A be an n xn matriz. If A has n linearly independent

eigenvectors, i, T, ..., T, (combined across all eigenvalues), then the set
Ea = {¥1,%,...,Z,} is a basis for R™. The set E4 is called an eigenbasis
for A.

Example 6.2.6. Find an eigenbasis for the matriz A from Example 6.2.5.
Recall

4 -1 6
A=12 16
2 -1 8

We were given the characteristic polynomial Pa(A) = (2 — N)?(9 — \)
from which we see that A has two eigenvalues \y = 2 and Ay = 9. In
Example 6.2.3, we found the basis {<%, 1,0> ,(—3,0, 1}} for the eigenspace
EA(2). We need to find a basis for the eigenspace E4(9) corresponding to
the other eigenvalue, \oa = 9. We can set up the homogeneous equation
(A —9I5)% = 03. We have

rref

10
[A-95]0;] =% |01 —1]0
00
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from which we see that solutions have the form ¥ =t(1,1,1), t € R. We can

select {(1,1,1)} as a basis for E4(9). The union of the bases for these two
eigenspaces is an eigenbasis for A.

Eq= {<% 1,0> ,(=3,0,1), (1,1, 1)}

Whether we can construct an eigenbasis for a particular matrix depends
on the geometric multiplicities of its eigenvalues.

Property 6.6. A matrix A has an eigenbasis if and only if the sum of the
geometric multiplicities of all of its eigenvalues is n.

Exercise 6.2.5. For each of the matrices

310 3 00
A=110 3 0|, and B=|0 3 1
00 5 00 5

from Exercise 6.2.4, construct an eigenbasis or explain why one does not
erst.

6.3 Diagonalization

We’ve seen that diagonal matrices are particularly easy to work with. The
determinant is a simple product, the eigenvalues are the diagonal entries, and
as we saw in Section 5.5, computing powers of such a matrix (multiplying
it by itself any number of times) doesn’t require the numerous operations
generally associated with matrix multiplication. Given a matrix A that is
not diagonal, we can ask whether there is a diagonal matrix D that is similar
to A. Recall from Definition 5.5.1, that a matrix D is said to be similar to
A if there exists an invertible matrix C such that D = C71AC.

Definition 6.3.1. Let A be an n x n matriz. We say that A is diago-
nalizable if there is a diagonal matrixz that is similar to A. That is, A is
diagonalizable if there exists a diagonal matriz D and an invertible matrix

C such that D = C~TAC.

Exercise 6.3.1. Let B =

S w O

3 0 1 00

0 1| andC=1|10 1 1|. Show that B
0 5 00 2

find C~1 e

S

15 diagonalizable. To do this, fin and compute the product C~'BC.
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As we will see, similar matrices share properties such as having the same
determinant, characteristic equation, and eigenvalues (though they generally
have different corresponding eigenvectors).

Theorem 6.3.1. If A and B are similar n X n matrices, then det(A) =
det(B).

Proof. Let’s suppose that A and B are n X n similar matrices. Then there
is an invertible matrix C such that B = C~1'AC. Hence

det(B) = det(C ' AC) = det(C 1) det(A) det(C),

where we used Property 6.5 that says that the determinant of a product is
the product of the determinants. The determinant is scalar valued, so the
factors on the right side commute and we have

det(B) = det(C 1) det(C) det(A).
But note that
det(C™ ) det(C) = det(C'C) = det([,,) = 1.
Hence
det(B) = 1det(A) = det(A),
as required. O

A consequence of Theorem 6.3.1 is that in addition to sharing a determi-
nant, similar matrices have the same characteristic equation and hence the
same eigenvalues.

Theorem 6.3.2. If A and B are similar n x n matrices, then A and B have
the same characteristic polynomial and the same eigenvalues with the same
algebraic multiplicities and geometric multiplicities.

Before we prove Theorem 6.3.2, we estabilish the following lemma that
tells us that an invertible linear transformation preserves the linear indepen-
dence of a set of vectors.

Lemma 6.3.1. Suppose {Z1,Zs, ..., %} is a linearly independent set of vec-
tors in R™. If A is an invertible n x n matriz, then {A%y, AZs, ..., ATy} is
linearly independent.
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Proof. To prove Lemma 6.3.1, suppose the set {&y,25,..., @} is linearly
independent but that { AZy, A%y, ..., AZy} is linearly dependent. Then there
exists a linear dependence relation

CLATY + ATy + - - + AT, = 0, (6.13)

with at least one of the weights ¢; # 0. Since A is invertible, there exists an
inverse matrix A~ which is also invertible. Multiply equation (6.13) through
by A~! to obtain

l

A_l (ClAfl -+ CQAfQ + -+ CkA.’f"k) = A_lon
ATVAT) 4 AT AT, + - + g AT AT, = 0,
Cllnfl + C2Inf2 +- Cklnfk = 671
lel + Cgfo + -+ Ckfk = Gn. (614)
But equation (6.14) is a linear dependence relation for {#, ¥s, ..., T} con-
trary to it being a linearly independent set. Hence { A%, A%, ..., AT)} must
be linearly independent. O

Proof. (Of Theorem 6.3.2) Suppose A and B are similar n X n matrices,
and let C' be an invertible matrix such that B = C~'AC. Then note that
B— )\, =C'AC — \I,,. We can write I,, = C~'I,C and factor C~' on the
left side and C' on the right side to obtain

B— )\, = C1'AC-)C'IL,C
= CYAC — \IL,0)
= CYA-\I,)C (6.15)

Equation 6.15 shows that B—AI,, and A— \I,, are similar matrices. Applying
Theorem 6.3.1, they have the same determinant. That is,

Pg(\) = det(B — \I,) = det(A — M,) = Pa()).

Since the eigenvalues and their algebraic multiplicities are completely deter-
mine by the characteristic polynomial, A and B have the same eigenvalues
with the same algebraic multiplicities. To demonstrate that the geometric
multiplicity of each eigenvalue is the same, suppose \q is an eigenvalue of A
and let {Z1,...,2%} be a basis for E4()\g), the eigenspace of A correspond-
ing to the eigenvalue \g. From the similarity relationship B = C~*AC, we
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have BC~! = C~!A. For each vector in our basis for the corresponding
eigenspace, we have

BCilfi = CilAfi == Oil ()\Ufl) = )\chlf’i' (616)

Equation (6.16) shows that C~17; is an eigenvector of B corresponding to the
eigenvalue \g. As a basis, the set {Z,..., 7} is linearly independent, and
as C~! is invertible, Lemma 6.3.1 guarantees that {C~'7y, ..., C~ 17} is lin-
early independent. Note that since A is also similar to B, we can construct
an analogous argument to show that if ¢; is any eigenvector for B corre-
sponding to the eigenvalue )\, then C'yj; is an eigenvector of A corresponding
to A\g. Hence {C~'Z,...,C717.} is a basis for the eigenspace Eg()\g) of B
corresponding to Ay consisting of the same number of basis elements as the
basis for E4(Ag). We conclude that the geometric multiplicity of Ay as an
eigenvalue of B is the same as its geometric multiplicity as an eigenvalue of
A. O

Remark 6.3.1. Theorems 6.3.1 and 6.3.2 tell us that having the same deter-
mainant, characteristic equation and eigenvalues is a necessary consequence
of being similar. However, none of these shared features is sufficient to con-
clude that two matrices are similar. That is, a pair of matrices may have
the same characteristic polynomial but not be similar matrices. (The pair of
matrices that feature in Ezxercises 6.2.4 and 6.2.5 are an example of matrices
with the same characteristic polynomial that are not similar matrices. This
15 evidenced by the fact that the geometric multiplicity of the eignenvalue 3
is mot the same for both matrices.)

We are particularly interested in whether a given matrix A is similar
to a diagonal matrix D. If this is the case, then Theorem 6.3.2 indicates
that this diagonal matrix would have to have the eigenvalues of A as its
diagonal entries (since the eigenvalues of any diagonal matrix are its diagonal
entries, and A and D would have to have the same eigenvalues). Suppose
our matrix A has n not necessarily distinct real eigenvalues Aq, ... \,, whose
geometric multiplies sum to n. Then our matrix A gives rise to an eigenbasis,
Ea ={¥1,%s,...,%,}, for R". With this set of n linearly independent vectors,
we can construct an invertible matrix C' having the eigenbasis elements as its
column vectors, Col;(C') = #;. Now we consider the product AC. Focusing
on the " column of this product, note that
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Let D = [d;;] be the diagonal matrix defined by
d”’ = )\Z', and dij =0 for i 7& ]

That is, Col;(D) = \;€;, where as usual, €; is the standard unit vector in R"
having a 1 in the i** entry and zero everywhere else. Then the product C'D
will satisfy

(Here we've used the useful fact in equation (3.13) from Section 3.6.) Equa-
tions (6.17) and (6.18) show that each column of AC is equal to the corre-
sponding column of C'D. It follows that

CD = AC, ie, D=CAC.

This wonderful observation provides a condition on diagonalizability as well
as a formulation for the necessary invertible matrix.

Theorem 6.3.3. Let A be an n x n matriz. Then A is diagonalizable if and
only if A has n linearly independent eigenvectors. Moreover, if A is diago-
nalizable, then there exists a diagonal matriz D such that D = C~*AC where
the columns of the invertible matrixz C' are the vectors in an eigenbasis, €4,
for the matriz A, and the diagonal entries of the matriz D are the eigenvalues

of A.

Proof. Half of the proof of Theorem 6.3.3 is given in the construction pre-
ceding the theorem statement. There, we showed that if A has n linearly
independent eigenvectors, then A is diagonalizable. Now, suppose that A is
diagonalizable so that there exists a diagonal matrix D = [d;;] and invertible
matrix C such that D = C~'AC. Then as before, we have CD = AC. Note
that making use of the fact that Col;(D) = d;;€;, the i'" column of C'D is

Col;(CD) = C Coly(D) = Cdy;é; = dyCé; = dy; Coly(C). (6.19)
The " column of the product AC
Col;(AC) = ACol;(C). (6.20)
Comparing equations (6.19) and (6.20), we see that
A Col;(C) = d;; Coly(C).
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Since C'is invertible, each column vector of C' is nonzero. Hence each diagonal
entry d;; is an eigenvalue of A with corresponding eigenvector Col;(C'). The
column vectors of the invertible matrix C' are linearly independent, so we
conclude that A has n linearly independent eigenvectors. ]

Example 6.3.1. Show that the matriz A is diagonalizable by finding a diag-
onal matriz D and invertible matriz C such that D = C~1AC.

4 71
A=11 -2 1
0 01

First, we find the characteristic polynomial det(A — M\3). Taking a co-
factor expansion across the third row (to take advantage of the zeros there)

4—X 7 1
det 1 —2-Xx 1 = 1-=N((A=-N(=2-X)—-1(1)
0 0 1-2
(1 =M (A =2\ —15)
(I=X)A=5)(A+3)

So A has three eigenvalues \y = 1, Ay = 5 and \3 = —3. Neaxt, we find
a basis for each eigenspace. Since we have three distinct eigenvalues, we’re

guaranteed to find an eigenbasis with three linearly independent eigenvectors.
For \y =1,

10 2/0
[A—1L|0s) =% o1 Lo
00 010
FEigenvectors will have the form ¥, =t <—§, %, 1>, te R. For Ay =5,
1 =7 0|0
[A=5L[0;]) “% o o 10
0O 0 0]0

Figenvectors will have the form Zy =t(7,1,0), t € R. And for A3 = =3,

rref

11
0 0

o = O
o O O
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Figenvectors will have the form s = t(—1,1,0), t € R. We need one of
each for the matriz C, let’s call these vectors vy, Uy and vs. For the first
eigenvalue, let’s choose t = 8 to get v) = (—5,1,8). We can choose t =1 for
the other two to get vo = (7,1,0) and U3 = (—1,1,0). Letting these be the
columns of C' in this order,

-5 7 -1 1 0O 0 2
C = 11 1 with inverse C~' = 6 2 2 1
8 0 0 -2 14 -3

Then the diagonal matriz

10 0
D=CctAac=105 0
00 —3

We might note that the matrix C' constructed in Example 6.3.1 is not
unique. In addition to selecting which eigenvectors would be used as the
columns of C, we selected the order in which the columns would appear. We
could have made other choices. Given the construction in the proof of Theo-
rem 6.3.3, it should be clear that the order in which the eigenvalues appear on
the diagonal of D corresponds to the order in which the eigenvectors appear
as columns in C'. So for the preceding example, selecting the eigenvectors for
1, 5 and —3 in this order resulted in the eigenvalues appearing in D in this
order. We could agree to a specific order, such as numerically increasing, but
there is no universal convention for this sort of matrix decomposition.

Exercise 6.3.2. For each matriz, either diagonalize the matriz (i.e., identify
the diagonal matriz D and invertible matriz C') or show that the matriz is
not diagonalizable.

-4 7
a4 7]
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-2 10
4. B = 0 -2 0
| 0 06
1 2 3
55.G=102 3
|00 -1

Exercise 6.3.3.

1. Find a 3 X 3 matriz A having eigenvalues L = {1,—4,5} and for which
Ea={(1,1,3),(1,1,-3),(0,—1,—2)} is an eigenbasis.

2. Is your answer A in part 1. above unique? That is, can you find
another 3 x 3 matriz having eigenvalues L = {1, —4,5} and eigenbasis
Ea={(1,1,3),(1,1,-3),(0,—1,—2)} ¢

Because the algebraic multiplicity of an eigenvalues is greater than or
equal to its geometric multiplicity, we have the following result.

Theorem 6.3.4. If A is an n X n matriz with n distinct eigenvalues, then
A is diagonalizable.

Theorem 6.3.4 provides a sufficient condition for diagonalizability. As
you've seen in Exercise 6.3.1 it is not necessary that a matrix has n distinct
eigenvalues. A matrix with fewer than n eigenvalues may or may not be
diagonalizable and must be considered on a case by case basis.

An advantage of diagonal matrices is the ease with which successive ma-
trix multiplication, including computing successive powers, can be done.
Suppose we have an n x n matrix A that we wish to evaluate powers of,
say A2, A3, A* and so forth. Even a 2 x 2 inspires the use of technology.
Consider the relatively simple matrix

Note that
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i s, [ —10 97[ -4 3] [-14 15
w-aa= ¢ g 5 5] = 5 o)

Such computations readily become tiresome, especially if we desire much
larger powers, A%, A?, A% Compare to the ease with which we can compute
power of the matrix

2 0
D{O _1}.
In fact,
Do _ 210 0] |1024 0
- 0 (=no| 0 11|°

It isn’t even necessary to pass through each of the powers 2 through 9. If
our matrix A is diagonalizable, we can take advantage of the similar diagonal
matrix. First, note that if A and B are similar matrices, then A% and B?
are also similar. To confirm this, suppose B = C~tAC, for some invertible
matrix C'. Then note that

B? = (CYAC)? = (C~YAC)(C'AC) = CLA(CCHAC =

= C'ALLAC = CT1AAC = C1A%C.

Not only are A? and B? similar, they share the same transformation as A
and B. More generally, we have the following theorem that can be proven
by induction.

Theorem 6.3.5. If A and B are similar matrices and C is an invertible
matriz such that B = C~YAC, then for each integer n > 1, A" and B™ are
similar and B" = C~1A"C.

—4 3
—6 5 |

If A is diagonalizable, we can compute this with two matriz multiplications
and one matrix inversion as opposed to nine matriz multiplications. The
eigenvalues of A are found to be \y = 2 and Ny = —1. With two distinct
eigenvalues, we are assured that A is diagonalizable. Associated eigenvectors
are 71 = (1,2) and Ty = (1,1), so D = C~YAC where

2 0 11
D_[O _1], and C—[Q 11.

Example 6.3.2. Evaluate A where A =
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The inverse matrix

Now, A" = CD"C~*

B 1 210
- [

[ A

1
N = N =

—210 4 2(— 1)10
—2(219) +2(—1)%0
[ —1022 1023
T | —2046 2047

6.4 Linear Transformations and Change of Ba-
sis

Theorem 5.2.1 provides a construction for the n x n standard matrix A
associated with a linear transformation 7" : R — R". We recall that the
column vectors for the matrix are the images of the standard basis vectors
under 7', Col;j(A) = T'(€;). There is a subtle, yet critical, bias built into that
construction, namely that the vectors & in the domain as well as their images
T'(Z) are to be represented by their coordinates relative to the standard basis
E ={é1,...,€,}. What if we desire some other basis, for example one in
which the corresponding matrix is diagonal?

In Section 4.3.1, we defined coordinate vectors for subspaces of R" (which
can include all of R™). Here, let’s consider an alternative basis for R", say
C=1{c,c,...,6}. Given a vector & in R", we can consider its coordinate
vector relative to this new basis

[f]c = <041,O./2, s ,O./n>,

where the entries are the unique coefficients of 7 in terms of the basis C,

T = 04151 + 06252 + -+ OénEn. (621)
As a linear combination of vectors, we can rephrase equation (6.21) as a
matrix-vector product

7 = C[Z]e,
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where C'is the nxn matrix whose columns are the basis vectors, Col;(C) = ¢;.
Given that the columns of C' form a basis for R", the matrix C' is invertible.
This provides us with a way to translate back and forth between the standard
basis and the new basis,

7= C[Z]e, and [F]e=C"'7. (6.22)
We can call the matrix C' a change of basis matrix for the basis C.
Example 6.4.1. Consider the ordered basis C = {(1,2),(1,1)} of R
1. Identify the change of basis matriz C' and its inverse C 1.

2. Find the coordinate vectors relative to the basis C for the following

vectors.
(a) 7= <1’ 0>
(b) §=(3,-2)

(¢) Z=(51)

3. Find the representation relative to the standard basis for the wvectors
having the given coordinate vectors relative to the basis C.

Solutions

11

1. The change of basis matrix C = 9 1

4l

2. To find the coordinate vectors relative to the basis C, we use the rela-
tionship [Z]e = C'Z.

]. Its inverse is C~t =

1

Loy =(-1,2)
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© Fe=| Ty 1 | B0=(-19)

3. To find the vectors in terms of the standard basis having the given
coordinate vectors relative to C, we use the relationship ¥ = C[]c.

(a) @ = B ”(1,0):(1,2>

wi=|y ] e-2-0

@ o=} | B0=6mn

Exercise 6.4.1. Consider the ordered basis C = {(1,1),(—1,5)} of R%.
1. Identify the change of basis matriz C and its inverse C 1.

2. Find the coordinate vectors relative to the basis C for the following
vectors.

(a) T=(1,1)
(b) y=(-1,5)
(¢c) Z=(0,1)

3. Find the representation relative to the standard basis for the vectors
having the given coordinate vectors relative to the basis C.

(a) [de=(1,1)
(b) [t]e = (-1,5)
(¢) [wle = (0,1)
If T: R" — R"is alinear transformation and C = {¢, ..., ¢,} is a basis of
R™, we can express a vector T as well as T'(¥), its image under T, in terms of

their coordinate vectors relative to the basis C. The transformation that maps
a vector Z in R™ to a coordinate vector [Z]c in R" is a linear transformation?.

4This is rather obvious in R"™ since mapping a vector to a coordinate vector is matrix-
vector multiplication, but Lemma 4.8.1 in Section 4.8 ensures that the mapping to coor-
dinate vectors is linear in general vector spaces as well.
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So the composition of a linear transformation 7" with a coordinate mapping
will be a linear transformation. This suggests that there is some matrix B
associated with the transformation in the alternative coordinate system,

[T(@)] = Blle.

We could call this new matrix the C-matrix for the linear transformation 7.
How is the C-matrix, B, related to the standard matrix A, where T'(Z) = AZ?

The relationship between the C-matrix, B, and the standard matrix, A,
can be deduced by applying the linear transformation 7" as well as the change
of basis transformation from equation (6.22). For some vector ¥ in R", we
can express its image 7'(Z) under 7" in terms of its coordinate vector relative
to the basis C. If C' is the change of basis matrix, then for each vector 3 in
R", we have [g]c = C~'y. So the coordinate vector for T'(Z) relative to C is

[T(2)], = C™'T(D). (6.23)
Now, since T'(Z) = A7 with A the standard matrix for 7', we have
[T(D)], = C™" (AZ) = CTTAL. (6.24)
Finally, from equation (6.22) we can replace ¥ with C[Z]¢ to arrive at
[T(D)], = CA(ClZ]e) = (CTTAC) [d]e. (6.25)

We see that the C-matrix that we called B above is similar to the standard
matrix A. Specifically,
B=C1tAC

where C' is the change of basis matrix for our alternative basis C. If A is di-
agonalizable, we can use an eigenbasis to formulate the linear transformation
in terms of a diagonal matrix. But we should note that the above derivation
is not restricted to diagonal matrices. That is, we didn’t insist that the basis
C has to be an eigenbasis or that the matrix B must be diagonal. We can

use this to express a linear transformation from R"™ into R" in terms of any
basis for R".

Example 6.4.2. Let T : R> — R? be the linear transformation defined by
T(¥) = AZ where A = [ :g g
Ezample 6.5.2 where we found that D = C~1AC with

(2 0 (11 Lo [-1 1
D_[O _1], c_{Q 1}, wmd C _{ : _1]

} This is the diagonalizable matrix from



6.4. LINEAR TRANSFORMATIONS AND CHANGE OF BASIS 403

This tells us that for the basis C = {(1,2),(1,1)} of R?, the C-matriz for T
is the diagonal matrix D. Let’s confirm that

[T(7)], = Blale

for the vectors €1 and €.
First, let’s find the coordinate vectors for €, and € relative to the basis
C. These are

[é&]c == C_lgl = <—1, 2), and [é’g](; = 0—152 = <1, —1>
The images of €1 and € under T are
T(éi) = Agl = <—4, —6>, and T(gg) = Aéé = <3, 5>

Equation (6.25) indicates that we should be able to compute [T(&)]
the diagonal C-matriz. This gives

o using

[T(&)], = DI&i]c = l : ] (—1,2) = (=2,-2), and

T@)e=Dlale = | § 3 |- =

Alternatively, we can find the coordinate vectors [T(*Z)} o by applying the
inverse of the change of basis matriz to the images T(€;) we already found.
Using this approach gives

T(&)], = C7'T (@) = l B } (—4,—6) = (=2, —2), and

T@)=c @ =| T, | ee =

The two approaches to computing the coordinate vectors, [T(a)}c, for the
images yields the same results, as they should. (Granted, this was a rather
tedious, perhaps a less than practical, exercise. The example is just intended
to illustrate equation (6.25).)

Exercise 6.4.2. Let T : R? — R? be the linear transformation defined by

T(¥) = AZ where A = :; g . Find a basis C of R?® such that the C-

matriz of T is diagonal. Find the C-matrix.
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Exercise 6.4.3. A matriz A is called symmetric if A = AT, It is known
that symmetric matrices are always diagonalizable. Moreover, the eigenvec-
tors for distinct eigenvalues are orthogonal. That is, a symmetric matriz has
an eigenbasis of mutually orthogonal vectors. Let T : R® — R? be the linear
transformation defined by T'(Z) = AZ for the matriz A given below. Find a
basis C of R® such that the C-matriz of T is diagonal, and confirm that the
basis elements are orthogonal. Find the C-matrix.

6 1 O
A=11 6 0
00 -2
Exercise 6.4.4. Let T : R*> — R? be the shear transformation such that
T(€1) = €1 — 26y and T(€y) = € (so T leaves € fized). Determine whether
there is a basis C of R? such that the C-matrixz of T is diagonal. If so, find
the diagonal matriz.

6.5 Additional Exercises

(Jump to Solutions)

1. If A= [ay;]is a1 x 1 matrix, we define its determinant to be det(A4) =
aq1. Use this definition to show that the determinant of a 2 x 2 matrix
from Definition 6.1.1 is the same as a cofactor expansion

2

det(A) = > (=1)"ay; det(Ay;).

J=1

(The point of this exercises is to show that the determinant of a 2 x 2
really is computed using the same cofactor expansion used for larger
matrices.)
a b e .
2. Let A= . d } . Suppose A has two (not necessarily distinct) eigen-
values A1 and \y. Show that

a+d=X+X and det(A)= Ao

(Hint: The characteristic polynomial must factor as Pa(\) = (A —
A)(A2 — A). Compare this to P4 obtained in the usual way.)
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. Give a coherent argument that if A = [a;;] is an n xn triangular matrix,

the eigenvalues of A are its diagonal entries, a;;.

. Suppose A is an invertible matrix. Show that det (A~1) = (det(A)) .

That is, show that the determinant of A~! is the reciprocal of the
determinant of A.

. For the matrix A, evaluate det(A). Find all of the eigenvalues of A and

show that det(A) is equal to the product of the eigenvalues of A.

-2 1 3
A= 0 4 -1
06 —1

. Suppose the n x n matrix A has n not necessarily distinct real eigen-

values Ai, A2, ..., A,. Show that det(A) = AjAs--- A, that is, the de-
terminant of A is the product of its eigenvalues.

(Hint: The characteristic polynomial can be written as a product of
linear factors Pa(A) = (A — AN)(Aa = A) -+ (A, — A). How are det(A)
and P4(0) related?)

. Suppose A is an n X n invertible matrix and )\ is a non-zero eigenvalue

1
of A. Show that " is an eigenvalue of A7,
0

. Suppose A is a 5 x 5 matrix with characteristic polynomial

Pa(A) = (2=X2)*(4 =N (=1—=X)(6—N).

For each question, either provide a short answer or explain why it is
not possible to answer.

(a) Is A invertible?

(b) Evaluate det(A — 2I5)

(c) Is A diagonalizable?

(d) Is there a nonzero vector  in R® such that AT = —77
(e) What is det(A)?

(f) Is det(A —515) = 07
(g) Is there an eigenbasis of R° for A?
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9.

10.

11.

12.

13.
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Suppose A is a 5 x 5 matrix with characteristic polynomial
Pa(A) = =M1 =X (=1=X)(2=X)(7T—=\).

For each question, either provide a short answer or explain why it is
not possible to answer.

Is there a nonzero vector Z in R° such that AZ = 7?7

Is A — 515 invertible?
(g) TIs there an eigenbasis of R° for A?

)
)
(c) Is A diagonalizable?
)
)
)

Find a 3 x 3 matrix A having eigenvalues L = {2, —1, 3} and eigenbasis
EA = {<17 Oa 1>7 <_2a 17 0>7 <37 17 2)}

Prove Theorem 6.3.5. That is, show that if A and B are similar, then for
positive integer n, A™ and B" are also similar. (Hint: using induction.)

Suppose A and B are similar, invertible matrices. Show that A~! and
B! are similar and that A7 and BT are similar.

(Involves calculus) An interesting use of diagonalization arises in the

solution of linear systems of differential equations. We know, for exam-

ple, that the simple differential equation % = ay, with a a constant,

has family of solutions y(t) = e*y, where g, is a scalar (it is the value
of y(t) when t = 0). We can formulate a vector version of this simple

equation with 7(t) = (z(t),y(t)), a vector valued function of t. The
derivative is taken entry-wise, fl—ff = <‘fl—f, %>. If Ais a2 x 2 matrix, we

can consider the vector differential equation

dy

27 Ad

dt y?
and propose a solution analogous to the scalar version, 7(t) = e4'g.
This requires giving meaning to an exponential e** when A is a matrix.
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We can turn to a series representation. Recall that the exponential e”
can be expressed in terms of the series

. r? = "
e :1+x+5+§+”'zzoﬁ'

This suggests a way to give meaning to a matrix exponential. We can

define
w_gar b B Ay
M =Lt tA+ At o +"'_ZOH .
. . . d11 0 .
If D is a diagonal matrix, D = 0 do | then we can get a nice
22

form for the exponential of the matrix,

0 ed22t

Glossing over some technical issues, we can show that if D = C~tAC,
then e = CeP'!C~!. Determine the matrix exponential e4* if A =
-2 6
-2 5 ] (
A(0)

Note this is the matrix from Exercise 6.4.2.) Show that

e = [y, that is, when ¢ = 0, the matrix exponential is the identity
(this is analogous to the fact that ¢ = 1).
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Chapter 7

Orthogonality & Projections

Consider a W pound truck parked on ramp that makes an angle 6§ with
respect to the horizontal as shown in Figure 7.1, and suppose we are inter-
ested in the force required by the brakes to maintain its position without
rolling down the ramp. We can represent the weight of the truck as a vector
W = —Weé, in R? based on a simple, local model of the Earth’s gravitational
field. The force exerted by the brakes will be parallel to the incline, so it is
desirable to express the weight using a coordinate system with axes parallel
and perpendicular to the ramp. The braking force is then the component of
w that is parallel to the ramp.

The point of this scenario is not to solve this simple physics problem but
rather to motivate the orthogonal projection of a vector onto some subspace;
in this case, a line in R2. In general, suppose H is a subspace of R" and 7 is
a vector that is not in . We can ask whether there is a vector %, that is an
element of H that is closest to i as illustrated in Figure 7.2. Like the truck’s
weight and the ramp, we can consider such a vector ¥, as a projection onto
the subspace H such that the difference ¥ — ¢/, is perpendicular to H.

409
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Figure 7.1: The weight of an object, a vertical vector, on an incline can
be decomposed as the sum of a vector parallel to the incline and a vector
orthogonal to the incline.

Figure 7.2:
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7.1 Orthogonal Sets & Bases

In Chapter 1, we defined orthogonality of a pair of vectors in terms of the
dot product, and we saw that for nonzero vectors in R", orthogonality has
a geometric interpretation; nonzero orthogonal vectors are perpendicular.
Now, we wish to consider sets of vectors that are mutually orthogonal.

Definition 7.1.1. Let k > 2 and let S = {¥,Va,..., U} be a set of nonzero
vectors in R". We will call S and orthogonal set if for eachi,7=1,....k

U; - U; =0, whenever i # j.

A simple and familiar example of an orthogonal set is the standard basis
{€1,...,€,} in R™. This corresponds to our geometric sense of a set of mu-
tually perpendicular coordinate axes. The standard unit vectors are often
desirable because of the ease with which we can express vectors as a linear
combination of them. We will find that orthogonal sets generally provide for
a computationally simple approach to linear combinations. This is true even
when the vectors in an orthogonal set are more exotic than standard unit
vectors.

Example 7.1.1. Consider the vectors v, = (3,0,—3,1), U5 = (2,1,1,—3)
and U3 = (1,5,2,3) in R*. Determine whether the set S = {0y, U, U3} is an
orthogonal set.

Solution: To determine whether the set is orthogonal, we must consider
three dot products vy - Vs, ¥y - U3, and Uy - Us. S is orthogonal if each of these
1S Z€ro.

0

S
S
w
—
[\
SN—
+
o
—
—_
S~—
+
oS
|
[GV]
SN—
—~
ot
S—
_|_
—_
—
|
w
S~—
I

FEach pair of distinct vectors in S is orthogonal, and we conclude that S is
an orthogonal set.

Example 7.1.2. Consider the vectors v; = (1,—1,3), th = (—1,2,1) and
U3 = (6,3, —1) in R3. Determine whether the set S = {U, 0, U3} is an or-
thogonal set.
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Solution: As in the last ezample, we must consider three dot products
Uy + Uy, U1 - U3, and Uy - U3. S 1s orthogonal if each of these is zero.

+(=1)(2) +3(1) =
171-773=1(6)+( 1)(3) +3(-1)
Uy - U3 = —1(6) +2(3) + 1(—1) =

0
0
-1

While v is orthogonal to both vUs and U3, Us and U3 are not orthogonal. So
our conclusion is that S is not an orthogonal set.

Exercise 7.1.1. Let S = {(1,—1,3),(—1,2,1),(7,4,—1)}. Show that S is

an orthogonal set.

One immediate consequence of a set of vectors being orthogonal is that
such a set is necessarily linearly independent. While the zero vector 0, is
orthogonal to every vector in R", Definition 7.1.1 specifies that 0,, is not an
element of an orthogonal set.

Theorem 7.1.1. Let S = {¥, 05, ..., U}, where k > 2, be an orthogonal set
of vectors in R"™. Then S is linearly independent.

Proof. Consider the homogeneous vector equation
61171 + C2772 + -+ Ckﬁk = 6n (71)

To demonstrate that S is linearly independent, we must show that ¢; = 0 for
each ¢ =1,..., k. To show that ¢; = 0, we can take the dot product of each
side of equation (7.1) with ¢;. Making use of the algebraic properties of the
dot product, we have

—

171 . (01171 —|-CQT72—|—"' +Ck17k) = 271 -On

61171'171+02271'772+"'+Ck?71'Ukzo

Now, each of @) - ¥; = 0 for i = 2,...,k, and v} - 01 = ||#}||*. So this reduces
to
Cl||?71||2 = O

Since 7 is a nonzero vector, ||, ]|? is some positive number, and we see that
c1 = 0, necessarily. We can take this same approach to isolate each of the
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weights, ¢;. If we take the dot product of each side of equation (7.1) with
7;, we obtain an equation ¢;||7;||* = 0 from which we conclude that ¢; = 0.
Equation 7.1 has only the trivial solution, ¢y = ¢, =--- =¢, =0, and S is
linearly independent. ]

An immediate consequence of Theorem 7.1.1 is the following.

Corollary 7.1.1. If S is an orthogonal set of vectors in R", then S is a basis
for the subspace Span(S) of R™.

As one might expect, we will call such a basis, an orthogonal basis.

Definition 7.1.2. Let H be a subspace of R". An orthogonal basis for H
15 a basis that is an orthogonal set.

As noted, the standard unit vectors, {é1,...,€,}, form an orthogonal
basis of R™. This example of an orthogonal basis has the additional property
that each vector is a unit vector. The term orthonormal captures these two
properties.

Definition 7.1.3. An orthonormal set is a set S = {uy,us,..., U} of
unit vectors that is an orthogonal set. An orthonormal basis of a subspace
of R™ is a basis that is an orthonormal set.

In the proof of Theorem 7.1.1, we saw that the mutual orthogonality of
the vectors can be exploited to isolate a single term in a linear combina-
tion. In that proof, we were focused on a homogeneous equation, but this
same approach can be used to determine the weights for any linear combi-
nation. Take for example the set S = {(1,—-1,3),(—1,2,1),(7,4,—1)}. In
Exercise 7.1.1, you confirmed that this is an orthogonal set. Given that S
contains three linearly independent vectors, dim(Span(S)) = 3, and as R? is
the only 3-dimensional subspace of R3 we can say that S is an orthogonal
basis for R®. Hence every vector in R3 can be expressed as a linear combi-
nation of the vectors in the set S. Suppose we wish to express the vector
7= (1,2,3) in terms of the basis 5,

F=(1,2,3) = ci(l,—1,3) + c2(—1,2,1) + c5(7, 4, — 1). (7.2)

There are various approaches to this task. For example, we can treat it as
a system of linear equations and perform row reduction on the augmented
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1 -1 7|1
matrix | —1 2 4|2 |. Alternatively, we can introduce a change of
3 1 —-1/3
basis matrix to find the coordinate vector for I relative to the basis S:
1 -1 717"
(c1,¢e9,03) = [Tls=| =1 2 T
3 1 -1

The orthogonality of S provides a far less computationally intensive approach
to obtaining these weights. Note that if we take the dot product of each side
of equation 7.2 with (1, —1,3) and use the orthogonality, we quickly isolate
the coefficient ¢; of (1,—1,3).

(1,-1,3) - (1,2,3) = c1 || (1, =1, 3)||> + ¢2(0) + ¢5(0).

Hence
(1,-1,3)-(1,2,3) 8
Cl = —=

H<17_173>”2 ﬁ

Similar calculations give

(—1,2,1)-(1,2,3) 6

C2 = = — = 1’
[(—1,2,1)? 6
and
(7,4,-1)-(1,2,3) 12 2
Cq = = — = —,
A =D 66 11
We find that

8 2
1,2,3) = —(1,—-1 —-1,2,1) + —(7,4,—-1).
<7 73> 11(7 73>+< ) Y >+11<7 Y >
Theorem 7.1.2 generalizes this observation.

Theorem 7.1.2. Let H be a subspace of R" and S = {01, Vs, ..., U} be an
orthogonal basis of H. Then each vector T in H can be expressed as

51

Uj -

5201271+C2172+"‘+Ck’17k, where C; =

[\

1 ]
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Exercise 7.1.2. Let S = {v}, vy, U3} where
v =(3,0,-3,1), v,=(2,1,1,-3), and v3=(1,5,2,3).

In Example 7.1.1, we determined that S is an orthogonal basis for Span(S).
Use the formula for the weights from Theorem 7.1.2 to express T = (3,3, —2,4)
as a linear combination of the elements of S and confirm that your solution
15 correct.

We can restate the result of Theorem 7.1.2 in the case of an orthonormal
basis. Specifically, if S = {u,ds,..., U} is an orthonormal basis for a
subspace H of R™ and ¥ is any element of H, we have

—

T = ciuy + cotip + -+ - + cplly, Where c¢; =u;-T.

The coefficient formulation is simplified because [|@;]|* = 1. We recall from

Chapter 1 that given a nonzero vector & in R", the direction vector, ¥y =

ﬁf, is a unit vector in the direction of #. Given an orthogonal set {#, ..., Ux},
we can readily construct an orthonormal set {uy,...,u;} by setting
— 1 —
Uy = w57 U;-
Il

This process of scaling vectors to obtain unit vectors is often called normal-
izing, hence the term “orthonormal.”

Exercise 7.1.3. Show that the set {(2,2,1),(—2,1,2),(1,-2,2)} is an or-
thogonal basis for R® and find an associated orthonormal basis by normalizing
the vectors.

7.2 Orthogonal Projections

Returning to the question suggested at the beginning of this chapter, given
a subspace H of R™ and a vector ¢ that is not necessarily in H, we can seek
a vector ¢, in H such that ¥ = ¢, + 2 where the vector 2" is orthogonal to
every vector in H. The vector ¥, can be thought of as the part of the vector
¥/ that is in the subspace H, and we refer to this as a projection.
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Span{7} 21 Span{v}

(z1,x9) (1, x9)

Figure 7.3: Left: A subspace Span{v} of R? and a point (z1,7s) not on H.
Right: The standard representation of ¥ = (xq, x9).

7.2.1 Projection Onto a Vector

We begin by considering the projection of one vector onto another vector or,
equivalently, onto a one-dimensional subspace of R"—i.e., a line through the
origin. R? is a convenient setting since we can visualize things graphically,
however, our construction extends readily to R™ (even if we don’t have nice
pictures). If ¥ is a nonzero vector in R?, then the subspace H = Span{¢’} can
be associated with a line that is parallel to v and passes through the origin.
Consider a point (x1,z3) in R? that is not necessarily on the line H as shown
on the left in Figure 7.3. What point on the line H is closest to the point
(x1,22), and what is the distance between this point and the line?

If ¥ = (xq, x9), then the standard representation of Z will terminate at the
point (x1,z5) as shown on the right in Figure 7.3. Now, we want to express
Z as the sum

r=7,+ 7,
where 7, is in H and 7 is orthogonal to . As an element of H, we know
that @, = kv for some scalar k. Hence

F=ki+Z (7.3)

and since 7 should be perpendicular! to H, 7-¥ = 0. To determine the scalar

More precisely, Z is orthogonal to @ which includes the case that Z = 0, as would be
the case when 7 is already in H.
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k, we take the dot product of each side of equation (7.3) with ¢. Making use
of the orthogonality, we have

7= ki+2) 0=ki-T+7 7 =k|7)*+0.

We see that the scalar

k=", (7.4)
172
and the vector o
v

T = U. 7.5

T = e’ (75)

We recognize the expression in equation (7.4) from the formulas for the
weights appearing in Theorem 7.1.2. The remaining vector, what we la-
beled 2 in equation (7.3), is 2 = & —&,,. We can confirm that this vector is in
fact orthogonal to every vector in H = Span{v}. Each vector in H has the
form ¢t for some scalar ¢. Using equation (7.5) and the algebraic properties
of the dot product,

(V) - Z=c(W-2)=c(V-(¥—-2,)) =c

Hence ¥ — @, is orthogonal to H. The vector &, derived in equation (7.5) is
called a vector projection.

Definition 7.2.1. Let ¥ be a nonzero vector in R"™ and let £ be a vector in
R™. The vector projection of  onto ¥ is denoted proj; & and defined by

T

5T (7.6)

projy T =

]
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Remark 7.2.1. There are two key vectors in a vector projection; the vector
being projected (here &) and the nonzero vector being projected onto (here ¥).
The vector proj; X is a scalar multiple of the vector U, hence it is an element
of Span{v’}. In the notation presented in Definition 7.6, the nonzero vector
being projected onto is written as a subscript of “proj” where as the vector
being projected is written as an argument of “proj”.

Remark 7.2.2. The vector projection given in Definition 7.6 can also be
called the vector projection of ¥ onto the subspace Span{v}. If H =
Span{v}, then the notation proj;Z, can be replaced with PrOjgpan{s} L OT
projy .

Back to our example in R?, if proj; ¥ = (a,b), then (a,b) is the point on
the line Span{v} that is closest to the point (x,25). The distance between
the point (z1,z2) and this line is the magnitude, ||Z]|, of the orthogonal
difference, & — 7 ,,, as shown on the right side of Figure 7.4.

Span{v} 21 Span{v}

(x4, T9)

~
~.

=2 -1 1 2 =2 -1 1
x

T — projz T

Figure 7.4: Left: The terminal point of the standard representation of #,, is
the point on Span{v} closest to (z1,z3). Right: The distance between the
point (z1, z2) and the line Span{7} is ||# — proj; Z||, the magnitude of vector
T — proj; .

Example 7.2.1. Let L be the line 3x + 2y = 0, and consider the point
P = (—5,2). What is the point on L that is closest to P? What is the dis-

tance between L and P?



7.2. ORTHOGONAL PROJECTIONS 419

Solution: Note that the point B = (—2,3) is on L, so the vector v =
O? = (—2,3) is parallel to L. Let ¥ = O? = (=5,2). To find the point on
L closest to P, we compute the projection proj;x. Using the formula from
Definition 7.2.1

., xT-v_, 16
pro)z T = ||17||2U = 1_3<_27 3>
So the point on L closest to P 1is (—%, %). To determine the distance between

P and L, we need the difference,

- . 16 97 22
- projg = (-5.2) - 15-2.3) = (.- 2 ),

The distance is the magnitude of this vector,

97 22 /761
Di PtoL=|{-—,——)||=1/— =~ 7.65.
istance from P to H<13, 13>H 13 7.65

You might wonder where the choice of the vector v = (—2,3) came from
in Example 7.2.1. In general, we can select any two points, say A = (a1, az)

and B = (b1, by), on the line L to identify a vector ¢ = AB parallel to L. Does
the resulting projection change if we choose a different vector to represent
the direction of the line L? (If it did, that would certainly call our solution
into question!) Note that for any nonzero vector ¢ and any vector &

7 AN 7\ v
= 7 = (% Ty) Ty (7.7)
[[0]? <|lvl|) 17 ( ||v||> 151 ’

where as was defined in Section 1.3, vy = W is the direction vector of the
U

vector U. So the projection formula presented in Definition 7.2.1 depends
on the direction of the vector ¢ being projected onto, but it is independent
of the magnitude of o. We have been considering examples in R?, but the
construction in equation (7.7) places no restriction on the number of entries
in the vectors :E;anqd v which can be elements of R" for any n > 2.
U
il
Z in the direction of the vector ¢. Its value is indicative of the relation-
ship between the vectors ¥ and ¢. In particular, if the vectors 7 and v are
perpendicular, then they are orthogonal and
T-U 0

T T ER

o
S l
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Span{v}

Span{7}

l)l': rjr‘ r_' = ﬁ“

Span{v}

projs T

Figure 7.5: Graphical representation of the projection of a vector ¥ onto a
vector ¥, equivalently the subspace Span{¢}. When -9 > 0 (top), proj; ¥
is in the direction of v. When 7 - ¢ = 0 (middle), proj; ¥ = 0,,. And when

7 - U < 0 (bottom), proj; Z is parallel to, but in the opposite direction from
.

If # is a nonzero vector that is parallel to ¥, then the projection of & onto
U is simply Z (see Exercise 7.2.3). If ' is nonzero and is neither parallel nor

—

Z-v

perpendicular to v, then the sign of ’T tells us about the nature of the
U

angle between? the vectors Z and ¢. Since ||7]] > 0, the sign of the scalar

component is determined by the sign of ©-¢. If ¥- ¢ > 0, then the angle

formed by ¥ and v is acute, and if #- ¢ < 0, the angle is obtuse. These cases

are illustrated in Figure 7.5.

Exercise 7.2.1. Consider the parallel vectors v; = (—2,3) and v, = (4, —6),

2In R™ for n > 3, two nonzero and nonparallel vectors determine a plane, and the angle
being referenced is the angle between the vectors in this plane.
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and let & = (—5,2). Show that
projg & = projg, .

Exercise 7.2.2. Find the point on the line L defined by 4x — y = 0 closest
to the point P = (6,1). What is the distance between the point P and the
line L?

Exercise 7.2.3.

1. Let v = (1,—-1,2,-3) and ¥ = (3,-3,6,—9). Verify that T is parallel
to U and that proj; ¥ = .

2. Let U be any nonzero vector in R"™. Show that if T is any vector in R"
that is parallel to v, then proj; ¥ = 7.

7.2.2 Projection Onto a Subspace
7.3 Additional Exercises

(Jump to Solutions)
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Appendix A

Answers and Solutions to
Selected Exercises

A.1 Chapter 1 Exercises:

Exercise 1.1.1: Draw a picture of the standard representative of the vector
¥ = (=3,4). Then draw a picture of the representative of ¥ that is based at
the point P = (1,2). (To do this you will need to find the point () such that

PQ) is a representative of )
Solution:

(-2,6)

(=3.4)

423
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Exercise 1.1.3: In parts 1-5 below, four points (P, @, R, and S) are
given. Draw the directed line segments P_é and ]% and determine whether

or not P¢) and RS represent the same vector. If they do not represent the
same vector, then state whether this is because they don’t have the same
length or don’t point in the same direction (or both).

Solution to number 4: The points given are P = (=8,0), @ =
(5,6),R = (3,3),S = (—10,—3) and we see that 1@ = (13,6) and RS =
(—13,—6). These vectors are not equal. They do have the same length but
they do not point in the same direction. (They point in opposite directions.)

X2
(5,6)
6 L
N
= ’ / ©9)
(-8,0)
& L L X»]
-10 -8 3 5
—_—
RS
(-10,-3) -3

Exercise 1.1.4: For each pair of vectors, © and 7, given in parts 1-
7, compute ¥ + ¢ and then draw a picture to illustrate the Parallelogram
Method of Vector Addition for & + .

Solution to number 1: We are given ¥ = (3,—4) and ¢ = (4, —2).
Thus 7+ v = (7, —6).
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' X

<J

(4,-2)

<y
3%

<V

-6 (7,-6)

Exercise 1.1.7:

Solution to number 2: Since ¥ = (2,4), then —27 = (—4, —8) Both
of these vectors are pictured below. Note that —2 has double the length of
Z and points in the opposite direction.

X2

X1

(-4,-8) -8

Exercise 1.1.9:
Solution to number 1: Since 7 = (-4, —4), = (—3,-2),c=1,d =4,
we have
= (1) = (—4,—4)
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and
dij = (4)y = (—12,-8).

Thus
4+ dy = (—16,—12) .

c@, dyj, and ¢ + dy are pictured below.

X2
‘ ‘ ‘ ‘ .
-16 -12 -8 -4
.
CX
-4+
(~4,-4)
c}+d7
dy -8
(-16,-12) -12¢

Exercise 1.1.11:
Solution to number 3:
The length of & = (—6,4) is

21 = \/(=6)2 + (4)? = V2.

Exercise 1.1.13:

Solution to number 3. Let us show that if # is any vector in R? and ¢
is any scalar, then the length of c¢Z is equal to the absolute value of ¢ times
the length of . In other words, let us show that

le]| = fe] 17| -

To see this, let & = (x1,23). Then ||Z|| = /2% + 2% and ¢Z = (cxy, cxa).
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By computation, we see that

ezl = \/(e1)? + (cxs)?
=/ c22? + 2}
— et o)

— 2,/ 2 2
= Vi a7+ s

= [el 17l

Exercise 1.1.15:

Solutions for numbers 3 and 4:

3) For & = (—4,6) and § = (—1,—2), we have - § = (—4)(-1) +
(6) (—2) = 0 and this tells us that # and ¢ are orthogonal to each other. &
and ¢ are pictured below.

X2

(—4,6) 6 -

Xy

4) For © = (—4,6) and § = (—5, —2), we have

T 5= (—4) (=5) + (6) (=2) =8 £ 0.

This tells us that £ and gy are not orthogonal to each other. ¥ and i are
pictured below.
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X2

(—4,6) 6

Xy

<

(=5,-2)

Exercise 1.1.17:

Solution for Number 2:

We will prove that if Z, ¢/ and Z are any three vectors in R?, then
T (Y+2)=2-y+7-7

To do this, we write out Z, ¢/ and Z"in terms of their components

and note that

- (y+2) = (x1,22) - (Y1 + 21,92 + 22)
1 (Y1 + 21) + 2 (Y2 + 22)
T1Y1 + 121 + oYz + o222
= (2101 + 22y2) + (2121 + T220)

TR

Exercise 1.1.19:
Solution for Number 1: Note that

[
[

%)

Ty = (cos (45°) , cos (45°)) = <
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and thus

<l
<l

> ~ (2323,

See picture below.

X2

2v2,242)

X1

Solution for Number 3:

Note that
3 1
Ty = (cos (30°), cos (120°)) = <\/7—, —§>
and thus
s =1 (2 -1y (8 ]
B YT\ 20 2/ T\ 27 2

See picture below.



430APPENDIX A. ANSWERS AND SOLUTIONS TO SELECTED EXERCISES

X2

6, =120°

64 =30°

L
M|ﬁ

Exercise 1.1.21:
The magnitude of ¥ is

7] = V32 + 62 = V45 = 3V

and the direction cosines of ¥ are

I B 3 i i
17 3v5 VB
Ty 6 i
Izl 3v5 VB

Thus the direction vector of Z is

o)

Since y has magnitude 5 and points in the same direction as ¥, then

g:5@:5<%,%>:<@,m>.

Exercise 1.1.22 Show that dist(¢, ¥) is equal to dist(Z, 7/) for any pair of
vectors ¥ and .
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Answer: Letting ¥ = (1, 22) and ¥ = (y1, ¥2),

dist(7, ) = [|7 — 7|
= {21 — y1, 22 — y2) |
= V(w1 —11)? + (22 — 12)?
=V —21)? + (2 — 22)?
= [[{yr — 21,2 — z2) |
= |ly— ||
= dist (v, 7).

Exercise 1.1.23 Find the distance between each set of vectors.
1. #=(1,1), y=(-2,1) Answer: dist(Z,7) =3

j=(0,0) Answer: dist(Z,7) = V13 ~ 3.61

j

{
(2,3), 9
3. 7=(2,-3), 7=1(0,8) Answer: dist(Z, ) = 32 ~ 8.73
(1,-1), 7= (=2,2) Answer: dist(Z,7) = 3v/2 ~ 4.24
Exercise 1.2.1:

Solution to Number 1: For the vectors 7 = (1,1,—1) and ¢ =
(—2,1,4), we have

21 = (2(1),2(1),2(=1)) = (2,2, —2)
F4y=(L1-1)+(-21,4)=(1—-2,1+1,-1+4) = (—1,2,3)

1,1,—1) — 3(=2,1,4)

L1, =1) +{(=3) (=2),(=3) (1), (=3) (4))
1,1,-1) + (6, -3, -12)

7,-2,—13).

7 — 37

{1,
{
{
=
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Exercise 1.2.3: We want to prove that if
T=(x1,79,73) and ¥ = (y1,v2,¥3)
are two vectors in R?, then
|Z+ 7> =||Z—¢|° ifand only if Z-7=0.
To prove this we first compute

17+ 11 = [[{e1 +y1, 22+ y2, 25 + )|

= (z1 + )" + (22 + y2)? + (w3 + y3)°

= 22 4 2wyy) + yi 4 22+ 2x0ys + s + a2+ 2w3ys + Y2
= 2} + Y + 23+ Y5 + 23 + Y5 + 251y + 20210 + 223y
=2ty x5+ yh +ah s+ 2 (@ + Ty + T3Y3) -

A similar computation shows that
|12 = 1" = 2} + yi + 25 + v3 + 25 + v5 — 2 (1191 + T2y + T3ys3)

As can be seen from the above two computations |7 + 7||° = || — #||* is true
if an only

2 (z1y1 + Tay2 + w3y3) = =2 (21y1 + T2y + T3y3)
and this is true if and only if
4 (x1y1 + 222 + 23y3) =0
which is true if and only if
T1Y1 + T2y2 + 23y3 = 0.

Exercise 1.2.5:

= /2 (cos (90°) , cos (45°) , cos (45°))

V3 V3
:\/5<0’7’7>
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Exercise 1.2.7:
The magnitude of 7 is

1] = /(=3) + 0 + 42 = 5

and the direction cosines of ¥ are

Thus the direction vector of 7 is

3 4
Ty =(—2,0,- ).
Ty <5775>

Since 3 has magnitude 3 and points in the opposite direction of Z, then

3 4 9 12

Exercise 1.2.8 Find the distance between each pair of vectors.

—5), 7= 1(0,0,0) Answer: dist(Z, ) = 5v2 ~ 7.07
1,0,1), = (3,-2,1) Answer: dist(Z,7) = 2v/2 ~ 2.83
1,0,0), ¥ = (0,0,1)  Answer: dist(Z,7) = /2 ~ 1.41

(=3
(1,
(
(2, —4,5), ¥ = (0,3,3)  Answer: dist(Z,7) = v/57 ~ 7.55

Exercise 1.2.9 Let Z = (1,0,1) and § = (y1, 3, —2). Find all values of y;
such that dist(Z,y) = 8.

Answer: We can square both sides of the equation dist(Z,7) = 8 to avoid
working with the radical.

(dist(,7))* = (1 —y1)* + (0 = 3)* + (1 — (=2))* = 8~
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(1—11)*=64—9—9=46.
Taking the square roots, 1 — y; = £+1/46, gives two solutions

yh=14+vV46 =778, or y;=1—+v46~ —5.78

Exercise 1.3.1:

Solution for Number 3:

The vectors ¥ = (—3,0,4,1,2) and i = (4,2,2,0,2) are vectors in R°.
Also

FHG={(-3+40+24+2140,2+2)=(1,2,6,1,4)

F—§=(-3-4,0-24-21-0,2-2)=(-7,-2,2,1,0)

and

T-g=(=3)4)+(0)(2)+(4) (2) + (1) (0) +(2) (2) = 0.

The fact that @ - i = 0 tells us that  and ¥ are orthogonal to each other.
Let us verify that [|Z+ §]|* = ||Z — 41| (as must be the case since & and §
have been found to be orthogonal to each other). We have

I1Z+ 4% = 12+ 2% + 6% + 12 + 42 = 58

and
1Z— 7% = (=7)% + (=2)* + 22 + 11 + 0? = 58,

(
From this last result, dist(Z, ) = v/58.

Exercise 1.3.3:

1) If @ is a single vector in R", then Span {@} just means the set of all
vectors in R" that are scalar multiples of 4.

So if @ is the vector @ = (1,0,1) in R* then Span{u} is the set of all
vectors in R? that are scalar multiples of #. A scalar multiple of @ is a vector
of the form

cti=c¢(1,0,1) = {(¢,0,c) .

The vector ¥ = (2,0,2) has the form (c,0,¢) (with ¢ = 2) and thus 7 is
in Span {u}.

The vector ¥ = (1,0,2) does not have the form (c,0,c) so ¥ is not in
Span {u}.
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The vector 03 = (0,0, 0) has the form (c,0,¢) (with ¢ = 0) and thus 0s is
in Span {u}.

2) If 7y and &, are any two vectors in R", then Span{#;,Z2} denotes
the set of all possible linear combinations of #; and Zs. Thus Span {7, s}
consists of all vectors in R™ that have the form

lel + CQIEQ

(where ¢; and ¢y are scalars).
Since 0,, can be written as 0,, = 027 + 025, then 0, is in Span {Z, Z>}.

Chapter 1 Additional Exercises

1. For ¥ in R™ and scalar ¢ in R, use the definition of the magnitude to

show that ||cZ|| = |¢|||Z]|.
Proof: Let ¢ be a scalar and let ¥ = (x1, 2, ..., x,) be a vector in R".
Then

llcZ|| = || {cxy, cxa, . .., cxy) ||

= \/(cx1)2 + (cxa)® + -+ - + (cxn)?
= \/0290%+c2x§—|—~-+c2x%
= \/62(1‘%+I%+~~—|—x%)

= [el 1]

2. Consider the vector Z = (1,—1,0,3) in R*. Determine the value(s) of
p such that the vector ¥ = (p, 1,2, p) is orthogonal to Z.

Answer: p = i
3. Let # = (—2,0,2,4,5), and Z = (4,6,—3,2,2). Find a vector ¢ in R’
such that
T+y=7

Answer: § = (6,6, -5, —2, —3)
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4. For each pair of vectors, determine whether they are parallel, orthogo-
nal, or neither parallel nor orthogonal.

(a) 7= (1,—-1,3), y = (—2,2,—6)
Answer: parallel
(b) ¥=1(0,4,0,—-2), ¥ =(1,2,3,4)
Answer: orthogonal
(c) ©=1(1,1,0,1,1), ¥ = (—2,2,-2,2,2)
Answer: neither
(d) ©=(2,-2,8,6,12,0), ¥y = (—1,1,—4,—-3,—6,0)
Answer: parallel
(e) ¥=(2,0,—-2,1), ¥ =(0,1,0,0)
Answer: orthogonal

5. Let ¥ = (1,1,2,1). Find all possible scalars, ¢ such that ||cZ|| = 1.
Answer: ¢ = +1/+/7 which can also be written as ¢ = +/7/7
6. Suppose that the vector @ in R™ is orthogonal to every other vector in

R". Explain why it must be that @ = (0,0,...,0). That is, @ = 0,,
the zero vector in R".

Solution: Suppose @ # 0. Then at least one entry, say u; # 0. Let &
be the vector in R™ having i* entry 1 and all other entries zero. Then
the dot product @ - é€; = u; # 0. But this contradicts our hypothesis
that  is orthogonal to every other vector in R™.

7. Let @ = (—3,5,2) and ¥ = (1,—1,—4). Determine whether y =
(0,1, —5) is a linear combination of @ and .

Solution: 3 is a linear combination of ¥ and & if and only if there exist
scalars ¢ and d such that cii+ dr = . Thus let us look at the equation

c(—3,5,2) +d(1,—1,—-4) = (0,1, -5)
which can be written as

(=3c+d,bc—d,2c—4d) = (0,1, -5).
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In order for the above equation to be satisfied, ¢ and d must satisfy all
three of the equations

—3c+d=0 (A.1)
be—d=1 (A.2)
2c¢ —4d = —5. (A.3)

Equation (A.1) requires that d = 3¢ and when we substitute that into
equation (A.2) we obtain

5¢c —3c =1

which gives ¢ = 1/2. Since d = 3¢, then we must have d = 3/2. We still
need to make sure that equation (A.3) is satisfied by (¢, d) = (1/2,3/2).

It is, because
1 3
2= —4(=)=-5.
(z)-1()

We now see that ¢ is a linear combination of @ and ¥ because

7= i+ -7

DN | —
Do | o

Let 21 = (1,2) and 2z, = (2,1). Show that if & = (z1,x9) is any vector
in R?, then 7 is in Span{Z}, Z»}. (Hint: find coefficients ¢; and ¢y such
that @ = 6151 + 6252.)

For each statement, indicate whether the statement is true or false.
Give a brief explanation or reason for each conclusion.

(a) If Z is a vector in R* such that ||Z]| = 1, then ||2Z| = 2.

Answer: This statement is false. If |Z]| = 1, then
122 = [2[IZ]] = 27| = (2) (1) = 2.

(b) For a vector ' in R", the vector —Z is equal to the vector (—1) 7.

(¢) For any pair of vectors Zand ¢ in R*, ||Z + ¢]| = ||Z]| + ||7]|-
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Answer: This statement is false. For example, suppose that
Z=(1,0,0) and ¢ = (0,1,0). Then ||Z]| = 1 and ||7]] = 1 which
means that ||Z]| + ||7]| = 1 + 1 = 2. However

17+ 51l = 1| (1,0,0) + (0,1,0)|
= [[{1,1,0)|
VI
— /2.

(d) If a vector & in R™is orthogonal to itself, it must be the zero vector.

(e) If {u;,Us, . .., ug}Hs any set of vectors in R", then 0, is an element
of {?Il, ’LTQ, Ce ,ﬁk}
Answer: This statement is false. For example, consider the set
of vectors {uy,us} = ((1,2),(3,7)) in R% Clearly, 0y is not an
element of this set.

(f) If {dy, @, . .., Uy tis any set of vectors in R", then Oy,is an element
of Span{uy, Uy, . .., U}

10. Let # be any nonzero element of R®. Explain the difference between
the set {Z} and the set Span{z}.

11. Use the dot product and the fact that ||| = ¥ - & to prove the
Pythagorean Theorem. The Pythagorean Theorem states
if Z and y are orthogonal, then ||Z + 7> = ||Z]|* + ||¥]|*.

Proof: Suppose that ¥ and 3 are orthogonal to each other. Then
Z -y = 0. This gives
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A.2 Chapter 2 Exercises:

Exercise 2.1.1
1. The solution set of the system

2r1 + 4dry + 2x3 + 214
r, + 21’2 + 2[E3 + 6[[‘4

has parametric description

ry = 1—28+4t

To9g = S,
r3 = -3 — 5t
Tyqg = t,

Convert this to vector parametric form.

s,teR

Answer: 7 = (1,0,—-3,0) + s(—2,1,0,0) + ¢(4,0, =5, 1),

2. The solution set of the system

3!131 + xo — 2[L‘3 + 4£L'4 + 21’5

Ty + x93 + 23 — 234 +

200 — 9 — 8xg3 + 1lxs + 2z

is the set of all five-tuples (x1, z9, x3, 4, T5) such that

T :4+2$3—3$4, To = —2—41'3+5ZE4,

—2
—4
—2

439

s,teR

l’5:—6

and x3 and z4 can be any real number. Give a parametric description

and a vector parametric description of the solution set.

Answer: A parametric description is

r1=4+2s—3t
Tog = —2 —4s + 5t
r3 =S5

Ty =1

r5=—06, s,teR

A vector parametric description is

7= (4,-2,0,0,—6) + s(2,—4,1,0,0) + £(—3,5,0,1,0),

s,teR
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Exercise 2.1.2 For each system, plot the lines determined by the equations
together on the same set of axes and determine whether the system is in-
consistent or consistent. If the system is consistent, state whether there is a
unique solution or infinitely many solutions.

1 31‘1 + X9 = 0
' T — 3372 = -1
Answer:

Figure A.1: Solid: 3z, + x5 = 0, Dash-dot x7 — 3z5 = —1

This system is consistent with a unique solution. The solution is the

intersection (x1,x9) = (—lio, 1%)

4561 + 6%2 = 3
6(131 + 9132 =0
Answer:

Figure A.2: Solid: 4z, 4+ 6x5 = 3, Dash-dot 6x1 + 925 = 0

This system is inconsistent. The lines are parallel.
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6131 + 9562 =0
41‘1 + 6(132 = 0
Answer:

4.

e

— o6

Figure A.3: Concurrent Lines 6x; + 925 = 0 and 4z, + 6z3 = 0

The system is consistent with infinitely many solutions. The solutions
are all points on the common line, {(xl,xg) |z = _%:UQ, To € R}.

Exercise 2.1.3 Consider the system of two equations,

a1 + aprs = b
a0 T1 + axpry = b

(A.4)

Explain why the system is guaranteed to be consistent with a unique solution
whenever ajjass # asiars.(Hint: A pair of lines in the plane are guaranteed
to intersect exactly once if they have different slopes.)

Answer: The simplest case is if ajpae # 0 (meaning neither of the
coefficients of x5 is zero. In this case, the slopes are m; = —% and my =
—%. Distinct slopes, m; # ma, is equivalent to ajiass # asja;a. Suppose
a1o = 0. Since ay1as9 # ag1a12, we know that neither aq; nor ags is zero. The
first line is vertical, and the second line is not vertical. Hence the lines have
different slopes and intersect exactly once. The case ass = 0 is analogous

with the second line being vertical.

Exercise 2.2.1 Perform the Gaussian elimination process on each system of
equations. At each step, use the operation notation (E; <+ E;, kE; — E;,
kE; + E; — Ej;) to clearly indicate the operation you have selected. If the
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system is consistent, state the solution in either parametric form or in vector
parametric form.
Solution for problem 2.

Ty + 21‘2 + 2273 = 1
2. 3$1 + Ty — T3 = —2
ry + o — 2273 = 0
Answer:

Ty + 21‘2 + 2.1'3 = 1

—3E1 + E2 — E2 — 5I‘2 — 71’3 = =5

ry + To — 21‘3 == 0

T + 25132 + 2.233 = 1

—F1+ E3 — Es — 519 — Tx3 = =5

— Ty — 45(73 = -1

ry + 21’2 + 2ZL‘3 = 1

E2 e E3 — Ty — 4{133 = -1

- 5.1'2 — 7173 = -5

Ty + 2ZL'2 + 2133 = 1

—EQ — EQ To9 + 4£L‘3 = 1

- 5$2 — 7!13'3 = -5

r + 2.’152 + 2%3 =1

5FEy + FE3 — Ej T2 + 4rs = 1

]_35(]3 =

r1 + 21‘2 + 21‘3 =1
%Eg — Fs Ty + 4dx3
T3 =

|
o =

The system is consistent. Performing the back substitution starting with
T3 — O,

ro=1—4x3=1, and x1=1—2xy —223=—1.
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r = —1

In parametric form, we can write zo = 1 . In vector parametric form,
r3 =

the solution Z = (—1,1,0).

Exercise 2.3.2 For each matrix A, write a homogeneous system of equations
having A as its coefficient matrix.

1 0 -1 2
1. A=12 -3 2 -1
0o 2 4 2
Answer:
I - ZT3 + 21’4 =0

201 — 3we + 223 — lzy =
209 + 4dx3 + 224 = 0

e}

Exercise 2.3.3 For each augmented matrix A, write the corresponding
system of equations.

1 3|5
2. A=|7 9|1
2 416
Answer:
Ty + 35(32 = 5
75L‘1 + 91’2 = 1
2%’1 +4£L’2 = 6

Exercise 2.3.4 Classify each matrix as a row echelon form (ref), a reduced
row echelon form (rref), or not an echelon form. Identify which property (or
properties) is not satisfied if a matrix is not an echelon form (or is an ref but
not an rref).

1. [ L=l ] Answer: This is an ref but not an rref. The leading entry

0 3
in row 2 is not 1, and it is not the only nonzero entry in its column.
1 00
3. 11 10 Answer: This is not an ref. The first nonzero entry in
1 2 3

each row is in the first column.
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Answer: This is an rref.

i~

o O =
o O N
O = O
O NN W
= o O

Exercise 2.3.5 Use the notation from Example 2.3.2 where appropriate.

1. Write out all possible 2 x 2 reduced row echelon forms.
Answer:
00 1 0 0 1 . 10
00| oo |oo|l % |o1]
3. Write out all of the possible 2 x 3 reduced row echelon forms.
Answer:
0 00 1 0 0O 1 0 0O
00 0}’ 0 0 0|’ 0 1 0O}’

100 0 1 0 010 0 01
oo0o1|” 1000} |OO0O1T|” JOOO

5. Write out all possible 3 x 3 reduced row echelon forms.

Answer:
000 1 0O O 01 O 0 0 1
00 0], 0O 0 0|, 00 01, 0 00
0 00 0 0 O 00 O 0 00
1 00O 1 OO0 010 1 00
01 01, 0O 0 11|, 00 1], 010
0 0 O 0 0 0 000 0 01

Exercise 2.3.6 For each matrix A, follow the process outlined in the row
reduction example to find rref(A).

Answer: (Detailed steps are given for problems 1. and 3.)
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-1 32 [1 0 19/4
1.A—{ 5 _o9 5], rref(A)—[O 1 9/4}
Details (possible steps)
(1 -3 —2]
—R1—>R1 _2 _9 5_
(1 -3 -2 ]
—2R1+ Ry — Ry _O 4 9-
1 -3 -2
1
iz = o {0 1 9/4 |
3Ry+ Ry — R L0 19/4]
S 0 1 9/4)
[ 44 0 =2 10 5/4 —5/8
2 4= _1 3 5 11’ ”ef(A)_{o 1 —5/4 1/8
2 4 6 8 10 —-10
33A=]146 8 10|, rmef(A)=|01 2 0
6 8 10 4 00 01
See Details on Next Page
1 2 3 10 -1
4.A=12 3 4|, rmef(A)=]0 1 2
3 4 5 00 0
(10 =3 0 0 1000 -1
18 =5 =2 0 o100 -1/3
A= 6 6 0 —1 | A= 10 01 0“1
37 -7 —1 -2 0001 -1
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Detailed Solution for 3. (possible steps)

Ry — Ry 123 4
sRy — R, 2 345
%R3—>R3 3 4 5 2_

1 2 3 4]

—2R1+R2—>R2 0 —1 —2 _3
—3R1+R3—>R3 0 -2 —4 —10
R, >R, 1 23 4
R R 012 3
T 02 4 10

[1 2 3 4]

0 0 4

[1 2 3 4]

%LR3_>R3 01 2 3
0001

[ 1 3 0]

—3R3+R2—>R2 012 0
—4R3+R1—>R1 000 1
1 0 —1 0]

2Ry + Ry — R, 01 20
00 01

Exercise 2.3.8 Suppose A is a 5 x 7 matrix.

1. If A is the coefficient matrix of a linear system of equations, how many
variables does the system have?
Answer: Seven. Each column holds the coefficients for one variable.

2. If A is the augmented matrix of a linear system of equations, how many
variables does the system have?
Answer: Six, the seventh column would be the constant terms.
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3. Could A have 7 pivot columns? (Explain your answer.)
Answer: No. Each pivot position occupies a row as well as a col-
umn. With only five rows, it is not possible for there to be seven pivot
positions (hence pivot columns).

Exercise 2.3.9 If A is an m x n matrix, what is the maximum number of
pivot columns A can have? (Hint: consider the possible cases, m < n and
m > n. Explain your answer.)

Answer: Each pivot position occupies a row and column. The maximum
number of pivot columns is the smaller of m and n, i.e., min{m, n}.

Exercise 2.4.1 For each system of equations, use an augmented matrix and
row reduction to either find the solutions set or determine that the system
is inconsistent.

T + 3 = 20
1. To — X3 — Ty4 = 0
X1 + T = &80
ry = 20—t
Answer: 2 60+t, —00 <t < oo
Trs = t
Ty = 60
r1 + 2x9 + 4dx3 = 0 1 = 0
2. 207 + 3x9 + bzrz = 0 Answer: z, = 0
31’1 + 4ZL’2 + 21’3 =0 T3 = 0
21’1 — 2.1'2 + x3 = 6 Try = 1
3. r1T + xy — x3 = —2 Answer: 2, = -1

Exercise 2.4.3 For each of the consistent systems in Exercise 2.4.2, write
the solution set in parametric form. Either assign parameters to any free
variables, or be sure to clearly indicate which variables (if any) are free.(Note:
you may need to perform additional row operations.)

r1 = 1—2¢

1.1’2:t ,teR
1‘3:2
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Try = 1+1¢

9. "2 7 2_3t, teR
r3 = t
Ty = —4

3. This system is inconsistent.

= —11/3
4.z = 10/3
I3 = —2/3
xrp = 4—2t+28
To = t
T3 = 2—4s
5. 24 = —245s , s,teR
Iy = —S§
Tg =— S
T, = 2—2t4+2s—2u
To = t
6. 3 = s , s, t,bueR
Ty = —3-+5u
Iy = U

7. This system is inconsistent.

r, = —8
8. )
Trs = t

I
(@3
~
m
=

Chapter 2 Additional Exercises

1. Solve each linear system by using row reduction on the associated aug-
mented matrix.
Note: Solutions are presented here in various forms: as an ordered
n-tuple, in vector parametric, or in parametric form.

T + 2232 + x3 = 1
a. 3r; + Sy + 3xz3 = 4
2&71 + X2 + T3 = 4

Answer: (2,—1,1)
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T1 - X3 = 2
b. 2[L’1 + X9 + 21’3 = —6
31’1 + 2ZE2 + 21’3 = =5

Answer: ¥ = (—1,2,-3)

—2$1 + 21’2 — 3$3 - 2ZL‘4 = =8
C. 31’1 — 333’2 + 3.’133 + x4 = 10
21’1 — 232'2 —+ 2.1'3 = 4
ry = 6+t
Answer: 2 t , teR
Tr3 = —4
Ty = 4

—2&31 — 6%2 + 4.’173 - 8134 + 32135 = 18
3¢1 + 91y 4+ 3 — 224 — 6xs = 8
Answer:

#=(1,0,5,0,0,) + s(—3,1,0,0,0) +£(0,0,2,1,0) + (4,0, —6,0,1)

2. Determine all values of b, if any, such that the system of equations
having the given augmented matrix is consistent.

[ 2 b3

a. = 34] Answer b # —6

b. :31 i1’> _[2) ] Answer b is any real number
(4 6] b

c. 6 912}Answerb—8

3. For each system of equations, determine all value(s) of b and ¢, if any,
such that the system of equations has (i) no solution, (ii) a unique
solution, and (iii) infinitely many solutions.

T + 3%2 ==
3l‘1 + bl’g =
Answer

(i) b=9 and ¢ # 6,
(i) b#9,
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(i) b=9 and c =6
biL’l - 21’2 = 5
dry + Txg = c

Answer
(i) b= —8/7 and ¢ # —35/2,
(ii) b # —8/7,

(iii) b = —8/7 and ¢ = —35/2
35131 + bilig =0

cry + 4.732 =0
Answer

(i) the system consistent for all b and c,
(ii) all b and ¢ such that be # 12,
(iii) all b and ¢ such that bc = 12

4. Create your own specific example of

a. asystem of linear equations with three equations and two variables
that has a unique solution.
Answer: Answers will vary.

b. asystem of linear equations with three equations and two variables
that is inconsistent.
Answer: Answers will vary.

c. asystem of linear equations with three equations and two variables
that has infinitely many solutions.
Answer: Answers will vary.

d. a linear equation with one variable that has a unique solution.
Answer: Answers will be some version of ax; = b with a # 0.

e. a linear equation with one variable that is inconsistent.
Answer: Answers will be some version of the equation 0z, = b
with b # 0.

f. a linear equation with one variable that has infinitely many solu-
tions.
Answer: 0x; =0

5. Corollary 2.4.1 tells us that a system of linear equations that has more
variables than equations either has no solution or has infinitely many
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solutions. (Such a system cannot have a unique solution.) Create your
own specific example of

a. a linear equation with two variables that has no solution.
Answer: Answers will be some version of 0x; + 0xy = b with
b+#0

b. a linear equation with two variables that has infinitely many so-

lutions.
Answer: Answers will vary.

c. a system of two linear equations with three variables that has no
solution.
Answer: Answers will vary.

d. a system of two linear equations with three variables that has
infinitely many solutions.
Answer: Answers will vary.

6. Find the solution set of the homogeneous system of linear equations
having the given coefficient matrix.

_1 2 3 ry = T3
a. | 4 5 6 Answer 1, = —2x3
| 7 8 9 ry is free
r T, = —2t
b. 2 -17 Answer zo = 3t |, teR
3 1 3
- r3 = t
(1 2 1
c. |35 3 Answer (0,0,0)
|2 11
ry = —3t
(39 1 -2 Ty = t
d. (13 2 4} Answer vy — 25 t,seR
Ty — S
1 3 4 b o 1,
-1 -5 -7 A Y
e. 5 4 5 nswer I = f—§x3
3 3 3 x3 is free
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7. Find an equation satisfied by ¢, h, and k such that the given matrix is
the augmented matrix of a consistent linear system

1 -4 7Tlg
0 3 =5|h
-2 5 -9k

Answer Row reduction to an ref results in a row of the form
[000]2g+h+k].

For the system to be consistent, the entry in the augment column must
be zero. So an equation in the parameters g, h and k is 2g+h+ k = 0.

8. Propane combines with oxygen to form carbon dioxide and water ac-
cording to the chemical equation

T CgHS + 29 02 — T3 COQ + 2y HQO

Balancing the number of atoms of carbon (C), hydrogen (H), and oxy-
gen (O) leads to the homogeneous system of equations

31’1 = I3
8r1 = 2x4
200 = 2x3 + x4

Show that this system is homogeneous. Find the smallest positive
integers x1, xs9, r3, x4 that balance the chemical equation.
Answer If we write the system in the standard format, having all

variables on one side, the system is

3$1 — T3 = 0
8z — 2z4 = 0.
200 — 23 — x4 = 0

Every constant term is zero making the system homogeneous. The
solution is given parametrically by

ry = let
5
Ty = =t
4, teR.
T3 A_Lt
Ty = t
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To obtain positive integers, we see that ¢t must be a multiple of 4.
The smallest set of coefficients is obtained by taking ¢t = 4. Then
¥ = (1,5,3,4). The balanced equation is

CgHg +5 Og — 3 COQ +4 HQO.

9. Boron sulfide and water react to produce boric acid and hydrogen sul-
fide gas according to the chemical equation

1 BzSg —+ X9 HQO — T3 H3B03 + x4 HQS

Balancing the number of atoms of boron (B), sulfer (S), hydrogen (H)
and oxygen (O) leads to the homogeneous system of equations

21’1 = I3
31’1 = X4
209 = 3x3 + 2x4
To = 3.%3

Show that this system is homogeneous. Find the smallest positive
integers x1, xr9, r3, x4 that balance the chemical equation.

Answer If we arrange the equations with all variables on the left, we
see that all constant terms are zero making the system homogeneous.

221 — I3 = 0

3$1 - Ty = 0
2[)’22 - 31‘3 - 21’4 = 0

To — 3[L‘3 =0

The solution of this system is given parametrically by

ry = %t
= 2t
2 5 ., teR.
Trs = gt
Ty = t

The smallest positive integer solution requires t = 3 giving ¥ = (1,6, 2, 3).
The balanced chemical equation is

B283 +6 HQO — 2 H3B03 +3 HQS
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r, = 1
Tro = 6
r3 = 2
Ty = 3

10. Suppose A is an m x n matrix whose " column is all zeros. Explain
why the i'* column of rref(A) is all zeros.

Answer Any row operation performed on the matrix will result in some
linear combination of zeros replacing each entry in column ¢. Since
every linear combination of zeros is zero, the entries in that column
will remain zero.

11. Let
a =(1,0,1,0), dy=(—1,2,1,1), d3 =(0,0,2,2), and a4 = (1,1,0,—1).

Show that the vector ¥ = (2,—1,3,3) in R?* is a linear combination
of the vectors dy,dy, ds and d4, and identify the weights. (Hint: the
equation x1d; + x1d; + xr1d; + x1d; = ¥ can be translated into a linear
system of equations for the weights 1, ..., x4.)

Answer We use the algebra defined for vectors in R* in Chapter 1.
Note that

1’16_1:1 + l’ﬂ?l + xlc?l + xlﬁl =
21(1,0,1,0) + w9(—1,2,1,1) + 24(0,0,2,2) + 24(1,1,0, 1) =
(x1 — To + 14,229 + T4, T1 + To + 223, Ty + 213 — X4).

Now, we set this linear combination equal to the vector ¥ and create
an equation for each of the four entries.

(1 — To + 24,229 + T4, 1 + To + 223, T2 + 225 — x4) = (2,—1,3,3)

which implies

rT — ) + x4 = 2
+ 2%2 + x4 = —1
Ty + X + 23 = 3
+ To + 2233 — Xy = 3
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We can use an augmented matrix with row reduction to show that the
system is consistent and to find a solution.

1 -1 0 1| 2 100 03
0 20 1]-1 rref 010 0]-2
1 12 0 3 0010| 4
0 12 —-1| 3 0001 3

Hence the system is consistent, meaning ¢/ can be written as a linear
combination of dy, ds, d3 and a4 with weights x1 = =3 o = =2, x3 =4
and x4 = 3. That is

—3dy — 20y + 4ds + 3dy, = 4.

Determine whether the vector Z = (—1,3,1) in R? is a linear combina-
tion of the vectors @ and o, where

= (1,1,-2), and U= (3,2,2).
Answer: It is not. If we set up the equation
T = C1ﬁ+ 02177

we get a system of three equations,

c + 3C2 = -1
c + 202 = 3.
—201 + 202 = 1

Setting up and reducing the augmented matrix,

1 3]—1 1 00
1 2| 3 rref 010
2 9] 1 0 0]1

The system is inconsistent, so & is not a linear combination of @ and v.
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A.3 Chapter 3 Exercises:

Exercise 3.1.1
For the 5 x 4 matrix

1 -2 -2 1
6 -5 7 3

A=| -4 -6 6 7 |,
3 -5 -2 —6
~1 0 -5 -5

the entry in row 3 and column 3 of A is 6. We can express this fact by writing
either

az3 =6 or Agg) =6.

Likewise, we can write either
agq = 3 or A(2,4) =3.

Exercise 3.1.2:
1) The row vectors of the matrix

8§ 4
-5 =5
A 3 =5
8 5

are vectors in R?. The column vectors of A are vectors in R*.
Exercise 3.2.1
Solutions for numbers 3 and 4:

For the matrices that A and B are the matrices

-2 3 -3 2 0 1
A= 3 5 3 and B=1]1 1 =3
3 5 =5 3 =5 5
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and the scalars ¢ = —2 and d = 2, we have
[2 0 1 -2 3 -3
B-A=|1 1 -3 /|- 3 5 3
3 =5 5 3 5 =b

= 1-3 1-5 -3-3

T2 (—2) 0-3 1—(=3)
3.3 —5-5 5(5)]

[ 4 -3 4
= -2 -4 -6
| 0 10 10]
and
cA=—-2A
-2 3 -3
=-2! 3 5 3
B
[ (=2)(=2) (=2)(3) (=2)(-3)
=| (=2)3) (=2)(5) (=2)(3)
(=2)(3) (=2)(5) (=2)(-5)
[ 4 —6 6
= -6 —-10 —6 |.
| -6 —10 10]
Exercise 3.2.3:
Solution for number 1: For ¢ = —5 and
1 0 1 1
[ 0] e s 1)
we have
c(A+B):—5<{_12 _03]+[_13 _13])
2 1
ER]
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and

cA+cB:—5[ L0 }+(—5){ U 1

-2 -3 -3 -3
| =5 0 n -5 -5
1 10 15 15 15
| 10 =5
o 25 30 |°
We have verified that
—10 -5
c(A+B):cA—|—cB:{ 95 30 ]

Exercise 3.3.1
Solutions for numbers 3 and 6:

3) For
2 5 2 -4 -7
A—[O 7]and3—[_7 0 _1]

we have

2 5 2 -4 -7 -31 -8 —-19
e 3 1 R e

and BA is not defined (because B has 3 columns and A has 2 rows).

6) For
2 3 0 3
A—{_42] and B_[—ZLO}’
we have
2 3 0 3 —-12 6
AB:{—ZL 2“—4 O}:{—S —12}
and

0 3 2 3 —12 6
BA_{—AL 0“—4 2}_{—8 —12]'
We see that AB = BA.

Exercise 3.3.3

Solution for number 1: For the matrices

30 15 —1 1
S LR U ) B Iy |
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we have
(3 0 15 -1 1
amva=[ 5] ([2 8]+ 9 %))
~[30][0 6
103 2 -2
[0 18
T 160
and

|
OO W =W
—_
AN
| I
_I_
| — |

We have verified that
A(B+C) = AB + AC — { - ] .

Exercise 3.3.4 We can verify that a given entry in (A+ B)C is the same
as the corresponding entry in AC' + BC'. If we consider the entry in row 1
and column j of (A + B)C, we have

(A+ B)C)( = Row;(A + B) - Col;(C).

But Row;(A + B) = Row;(A) + Row;(B) from the definition of matrix addi-
tion. Using the given distributive property of the dot product,
(Row;(A) 4+ Row;(B)) - Col;(C)
= Row;(A) - Col;(C) + Row;(B) - Col;(C)
The first term in the sum is the entry (AC’) (i) in the product AC, and the
second term is the entry (BC) i) in the product BC'. So their sum is the
entry in row ¢ and column j of the sum AC' + BC'. That is

((A+B)C), ;) = (AC+ BC) . ..

i?
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This holds for all : = 1,...,m and 7 = 1,...,n, so we can conclude that
(A+ B)C = AC + BC.

Exercise 3.3.5 For the matrices

30 15 -1 1
St SR T ) B Bt}

we have
e (e
- [53]1
:{:gigm
Also,
wone = [$9)[75 A][3 3]0 4]
-2 22
B - —6}
-3 -3

This shows that

(A+ B)C = AC + BC = { B ] |
Exercise 3.4.1:
If A has size 5 x 7 and B has size 7 x 3, then AT has size 7 x 5, BT has
size 3 x 7, and (AB)" has size 3 x 5.
Exercise 3.4.3:

Solution for number 1:
For
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we have
4 07\"
(A" =([3] 1 2
-3 1
—12 01"
= 3 6
-9 3
[ -12 3 -9
L0 6 3
and
4 01"
c(A") =3 1 2
-3 1
41 -3
—3_0 2 1]
[ =12 3 -9
|l 0 6 3

We have shown that
T _
O e

Exercise 3.4.5
Answer to the First Question: Only the first row of the matrix

is given. Is it possible to fill in the remaining two rows of A in such a way
that the statement A7 = A is true? If so, then do it. If not, then explain

why not.

Answer: It can be done. One way to do it is to let
1 2 —6
A= 2 4 8

-6 8 53
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and we have AT = A.
Exercise 3.5.1:
Solutions for numbers 3, 7, and 9:

3) For
-2 2 5 -1
A=| 4 0 2 -1, #=(2,-3-35),
1 -1 2 1

we can compute AZ by computing

Row, (A) - Z = (—2,2,5,—1) - (2,—3,-3,5) = —30
Rows (A) - = (4,0,2,—1) - (2, -3, —3,5) = -3
Rows (A) - Z = (1,-1,2,1) - (2, —3,-3,5) = 4

to obtain
Az = (Rowy (A) - &, Rows (A) - Z, Rows (A) - ©) = (=30, —-3,4) .

We can also compute AZ by computing

2 Col; (A) = (—4,8,2)
—3Col, (A) = (—6,0,3)
—3Cols (A) = (—15, -6, —6)

5 Coly (A) = (—5, =5, 5)

to obtain

AT = T COll (A) + o COIQ (A) + T3 0013 (A) + 4 0014 (A) + x5 0015 (A)
= (—4,8,2) + (—6,0,3) + (=15, —6,—6) + (—5, —5,5)
= (—30,-3,4)
7 and 9) A matrix A and the vector 7 such that AZ =
((6,—3,—2) - (1,—3,1),(5,—2,2) - (1,—3,1), (=3, =3, —1) - (1, =3, 1))
are
6 -3 —2

A=| 5 —2 2 and 7= (1,-3,1).
-3 -3 —1



A.3. CHAPTER 3 EXERCISES: 463

Here is how we write AZ as a linear combination of the column vectors of A:

Exercise 3.5.3:
Suppose that A is a 4 x 5 matrix and that B is a 5 X 3 matrix and that
the second column of B consists entirely of entries of 0.

1. What size is the matrix AB?
Answer: AB has size 4 x 3.

2. What can you say about the second column of AB?

Answer: The second column of AB is
0012 (AB) =A CO]Q (B) .
Since we are given that Col, (B) = 05, then

Col, (AB) = A0s = 0y.

Exercise 3.5.4
We will give solutions for numbers 6, 8, and 10.
6) For

A — a1 @12 Q13 Al

T = <Q}1,Z'2> 5
Q21 Qg2 (23 A4

we can compute A”Z by computing

Coly (A) - T = (a11,a91) - (w1, x2) = aj1T1 + as s
Coly (A) - T = (a12, a22) - (T1,T2) = a1271 + 2222
Cols (A) - T = (a3, as3) - (w1, x2) = a1371 + as3xs
Coly (A) - T = (a4, agq) - (T1,T2) = a14T1 + A4

to obtain

ATZ = (Coly (A) - 7, Coly (A) - 7, Cols (A) - 7, Coly (A) - T)

= (a1 + 42122, 1221 + A22%2, Q1321 + A23T2, 1421 + A2aTa) .
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We can also compute ATZ by computing

x1 Rowy (A) =T (6111, 12, a13, Cl14> = <G11x17 12T, 1371, 61145U1>
=z

x9 Rowy (A)

2 (a21,a22,a23,a24> = (a21x2,a22x2,a23x2,ag4x2>
to obtain
AT# = 21 Row; (A) + 25 Row, (A)

= <@11$17012$17a13$17a14$1> + <a21132,a22x2,a23x2,a24x2>

= (a1171 + a21%2, 1271 + A20T2, Q1371 + A23T2, A14T1 + A4T2) -
8 and 10) A matrix A and the vector # such that
ATZ = (=3) (=4, —1) + (=7) (1,0) + (2) (2, —2)
are
—4 -1

A= 1 0 and o= (-3,-7,2).
2 =2

We can also write ATZ as follows:
ATE = ((—4,1,2) - (=3,-7,2) , (1,0, -2) - (=3, -7,2))

Exercise 3.5.5
For the matrices

1 —4 —4 2
Al e m=] 7 2]

we want to verify by computation that
Row,; (AB) = BT Row, (A)

and
Row, (AB) = BT Row, (4).

So let us do the computations.

We have
1 —4 -4 2 4 18
i =T
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from which we see that

Row; (AB) = (4,18)

Row, (AB) = (—12,—14) .
Also
T —4 -2
B” Row; (A) = { 9 _4 ] (1,—4)

= (1) (-4,2) + (=4) (-2, -4)

= (—4,2) 4 (8,16)

= (4,18)
and

(1) (=4,2) + (4) (=2, —4)
— (—4,2) + (—8,—16)
(—12, —14)

)

2 —4} (L4
(

Exercise 3.6.1:

1) Write down the four standard unit vectors in R*.

Answer: The four standard unit vectors in R* are

& = (1,0,0,0)
& = (0,1,0,0)
& = (0,0,1,0)
& =(0,0,0,1).

3) Let {1, s, €3} be the set of standard unit vectors in R?* and let A be

the matrix

=N W W
oS O = O
|
—
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Compute Ae, Aésy,and Aéz. Write out the computations in detail. You
should observe that Ae; = Col; (A) for all i = 1,2, 3.

Solution:
AG) = ( ) Col; (A) + (0) Coly (A) + (0) Coly (A)
Aé ( ) Col, (A) + (0) Coly (A) + (1) Cols (A)

Coly (A) = (1, 1,

Let A be the matrix given in problem 3 and let I3 be the 3 x 3 identity
matrix and let I, be the 4 x 4 identity matrix. Verify by computation
that Al; = A and I;A = A.

Solution:
COll (Alg) = ACOll (]3) = Aé& = COll (A) = <37 3, 2, ]_>
COIQ (A[3) ACO].Q (Ig) = Ag = COIQ (A) = <0, 1, O, O>

Since all three columns of Al3 are equal to the corresponding columns

of A, then Al; = A.

Row; (I44) = A" Row, (1) = A& = Col; (AT) = Row; (A)
Row, (I,A) = AT Row, (1) = ATé, = Col, (AT) = Row, (A)
Rows (144) = A" Rows (1) = A"& = Cols (A") = Row; (A)
Rowy (14A) = A" Row, (1) = A& = Coly (A") = Rowy (A).

Since all three rows of I4A are equal to the corresponding rows of A,
then ]4A = A.

Let {é1,¢€5,...,6,} be the set of standard unit vectors in R". Then
€-e=___ forallt=1,2,...,n
and
€ € = ____ forall i and j with 7 # j.
Answer:
e -e;=1 foralli=1,2,...,n
and

€ -€; =0 for all 7 and j with ¢ # j.

Col, (A) = (3,3,2,1)
Col, (A) = (0,1,0,0)
—1,-2).
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9) Suppose that A is a 3 x 3 matrix and suppose that B is a 3 x 3 matrix
such that

and thus AB = I5.

Exercise 3.7.1
Solution for number 1:
For the matrices

3 -1 2 3 1 -3
ST B B Y

we have
(AB)C—Q_?)l o AL I Fae
S IE
::279 1621
and _

swo-[ 4 Z]([2 2][: 2))
12;1]]{85 5|
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This verifies that

(AB)C = A(BO) = | 2 12
7 6
Exercise 3.8.1 Here are the solutions to numbers 3, 4, and 5.

3) For

0 2 3
3 -1 2 -

A= 5 9 3 and = (—1,1,-3,4),
3 =2 3

we perform row reduction on the augmented matrix of the equation Az = ¥/
to obtain

0 2 3] -1 100/ -1
3 -1 2| 1 01 0] —2
2 2 3| 3|7 loo01]| 1
3 -2 3| 4 000/ 0

We see that A¥ = ¢ is consistent because the rightmost column of the aug-
mented matrix is not a pivot column. In addition, every column of A is
a pivot column so A¥ = ¢ has a unique solution. The unique solution is

F=(-1,-21).
4) For
0 2 3
3 -1 2 L
A= 5 9 3 and = (1,—1,-3,4),
3 -2 3

we perform row reduction on the augmented matrix of the equation Az = ¢/
to obtain

We see that A7 = ¢ is inconsistent because the rightmost column of the

augmented matrix is a pivot column. The equation A7 = g has no solutions.
5) For

-4 2 -2 -4

A= 4 0 0 2 and = (—6,4,3)
3 —4 2 =3
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we perform row reduction on the augmented matrix of the equation Ax =
¥/ to obtain

-4 2 -2 —4] -6 100 5|1
4 0 0 2| 4 |=l010 281
3. —4 2 3] 3 001 412

We see that A¥ = ¢ is consistent because the rightmost column of the aug-
mented matrix is not a pivot column. Writing it out in system form, we see
that A7 = g/ is equivalent to the system

1
T + 51‘4 = 1
1
) + z3x4 = 1.
T3 —I— HZL‘4 = 2

4

We see that x4 is a free variable (which we can call t) and that the above
system has the solution set

1
$1:1—§t

13
Igzl—zt

17
$3:2—Zt

Ty = t.
Thus AZ = ¥ has infinitely many solutions and these solutions all have the
form 1 13 17
r=(1—-t,1——t,2— —t,t
g < ot Tt Tt >
where ¢ can be any real number. We can also write the solution set as
1 13 17
r=(1,1,2,0) +t{ =, —,——,1 ).
x < Y ) ) > + <27 4 ) 4 ) >
As a remark, since t is allowed to be any real number, then we can write
t = 4s where s is allowed to be any real number. Then we can write the

solution set as
1 13 17
r=1(1,1,2,0 4 - ——1
F= (11,200 + (49 (5.~ 1)
=(1,1,2,0) + s (2, —13,—17,4)
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where s can be any real number. Many people would rather use as few
fractions as possible and the above way of writing the solution set makes it
look “nicer” since fractions are not involved.

Exercise 3.8.2

We will answer numbers 2, 4, and 6.

2) Since
-3 —1 1
A=
we see that A does not have a pivot in every row. This means that there
exist some vectors ¢ in R? such that AZ = ¢ is consistent and there exist
other vectors f in R? for which A% = ¥ is inconsistent. Not every column of

A is a pivot column and this tell us that if ¢/ is a vector such that A7 = ¢/ is
consistent, then A7 = ¢ has infinitely many solutions.

O Wl

4) Since
0 5 10
A= 1 5] =101/,
-2 3 0 0

we see that A does not have a pivot in every row. This means that there
exist some vectors ¢ in R? such that AT = 4 is consistent and there exist
other vectors ¢ in R? for which AZ = ¢ is inconsistent. Every column of A
is a pivot column and this tell us that if ¢ is a vector such that AZ = ¢ is
consistent, then AxZ = ¢/ has a unique solution.

6) Since

A=[4 1 2]=[1 1 3],

we see that A has a pivot in every row. This tells us that A¥ = ¢/ is consistent
for any choice of vector ¢ in R'. However, not every column of A is a pivot
column and this tell us that if 7 is a vector (really a scalar, since R! is the set
of real numbers) such that AZ = ¢ is consistent, then AZ = ¢ has infinitely
many solutions.

Exercise 3.8.3

We will answer numbers 1 and 3.

1) For the matrix
3 0
=175)

rref (A) — [(1) H ~ L.

we have
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This tells us that the equation AZ = ¢ has a unique solution for any choice
of vector ¥ in R?.
3) For the matrix

-1 1 =2
A= 1 -1 2 ,
-2 1 0
we have
1 0 -2
rref (A)= |0 1 —4 | # 1.
00 O

This tells us that there are some vectors ¢ in R* such that AZ = ¢ is in-
consistent and that there are also some vectors ¢ in R® such that A7 = ¥
is consistent. Furthermore, if ¢ is a vector such that A¥ =  is consistent,
then AZ = ¢ has infinitely many solutions.

Exercise 3.8.4:

To solve the equation AX = I, where

-1 =2
=l 7
we form the augmented matrix

. [-1 =210
RN

and perform row reduction to obtain

mi(d)=[5 ] 5 7]

Since rref (A) = I, then rref (/Al) =[5 } X ] where X is the unique
solution of AX = I5. Thus the unique solution of AX = [, is

-1 -2
X = [ o ] |
It is a coincidence that the solution of AX = I, happens to be X = A.

Exercise 3.9.3:
This is shown in the solution of Exercise 3.8.4.
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Exercise 3.9.4:
We will do number 3.

For the matrix

3
A=]0 0o 1 |,
3

to find A~ we form the augmented matrix

) % -1 -611 00
A=A I,]=]0 0 1 |010
0 2 2]001
and then do row reduction on A to obtain
R 1 002 4 4
rref<A>: 0100 —4 2
0010 1 O
Thus
2 4 4
Atlt=10 -4 2
0 1 0

Let us check that we got the right answer by computing AA™! (using the
A~ we found). We get

% -1 —6 2 4 4 1 00
AA =10 0 1 0 -4 2|=1010]|=Is,
0 1 2 0 1 0 001
which shows that we have correctly found A~
Exercise 3.9.5
We will do number 3.
For the matrix and vector
-2 =2 0
A= 0O 0 -3 and ¥ = (4,3,-8),

-1 2 1



A.3. CHAPTER 3 EXERCISES: 473

we can solve AZ = i by row-reducing the augmented matrix

-2 =2 0 4

to obtain

) 10 0] 1
wef (A) = | 0 1 0] =3 |,
00 1] -1
This tells us that the unique solution of AZ = 7is & = (1, -3, —1).

The other way to do this is to first compute

and then observe that the solution of A¥ = ¢/ is

=AYy
= <R0W1 (A_l) -, Rows (A_l) -y, Rows (A_l) 37>
=(1,-3,-1).

Exercise 3.9.7

Suppose that A and B, are n X n matrices and suppose that A is invertible
and B is not invertible. Explain why AB cannot be invertible.

Explanation: Suppose that A is invertible and AB is also invertible.
Then since A~! is also invertible and the product of two invertible matrices
is invertible, it must be the case that A~ (AB) is invertible. But by the
associative law of matrix multiplication,

A™'(AB) = (AA™YB=1,B =B,

and thus B must be invertible.

We have shown that if A is invertible, then the only possible way to have
AB be invertible is to have B be invertible.

Another way to state the conclusion we have arrived it is that if A is
invertible and B is not invertible, then AB cannot be invertible.

Exercise 3.9.9
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We will do number 1: For the matrix

~1 -2
=[5 7]

we find by computation that

and that
r | -15
=[]
and that
_1\T L_5
(=1 1]
9 9
Next we observe that
-1 5 L35 10
mer-[ 48[} 41 (32
(A7) (47) -2 1 2 — 0 1

and this shows that (AT)_1 = (A™H".

Chapter 3 Additional Exercises

1) Complete the following sentences by filling in one of the words “scalar”,
“vector”, or “matrix”.

(a) The sum of two vectors is a vector.

)
(b) The sum of two matrices is a
)

(¢) A scalar multiple of a vector is a vector.

(d

(
(

A scalar multiple of a matrix is a

) A scalar multiple of a matrixisa __________.
e) The product of two matrices is a matrix.

f) The dot product of two vectors is a

)
)

A linear combination of vectors is a vector.

(g
(b

The product of a matrix and a vector is a

(i) The transpose of a matrix is a
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(j) The inverse of a matrix is matrix.

3) Suppose that the matrix B has row vectors

Row, (B) = (—6,4,4, —2)
Row, (B) = (5, —2,5,5)
Row; (B) = (3,6,2, —5) .

Write down B and write down the column vectors of B.

Answer:
-6 4 4 -2
B = 5 =2 5 5
3 6 2 =5
Col; (B) = (—6,5,3)
Coly (B) = (4,—2,6)
Cols (B) = (4,5,2)
Coly (B) = (—2,5,-5)

5) The m X n zero matrix is the m x n matrix that has all entries of 0.
This matrix is denoted by O,,«,. Thus, for example,

Explain why it makes sense to refer to O,,«,, as the additive identity
element for the set of all m x n matrices.

Answer: It makes sense to call O,,y, as the additive identity element
for the set of all m x n matrices because if A is any m X n matrix, then
A+ Opxn = A (and also Oy + A = A).

7) For the matrices

(-2 -2 4 o0
-2 -3 -1 2

w o =

A and B =

N W NN
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compute AB and BA.

Solution:
AB — ROW1 (A) : COll (B) ROW1 (A) . CO].2 (B) . 10 4
o ROW2 (A) : COll (B) R,OW2 (A) . COIQ (B) N -7 =9
and
BA =
Row; (B) - Coly (A) Row; (B) - Coly (A) Row; (B) - Colz(A) Rowy (B) - Cols (A)
ROW2 (B) . COll (A) ROW2 (B) . C012 (A) ROW2 (B) . C013 (A) ROW2 (B) . C014 (A)
ROW3 (B) : COll (A) ROW3 (B) Colg (A) ROW3 (B) 0013 (A) ROW3 (B) 0014 (A)
ROW4 (B) . COh (A) ROW4 (B) COIQ (A) ROW4 (B) . 0013 (A) ROW4 (B) . 0014 (A)
-6 -8 2 4
| -4 -6 -2 4
| -12 -15 9 6
-2 -4 -6 4

9) Suppose that A is an n X n matrix and let Oy, be the n X n zero
matrix. (Refer to problem 5 above.) Explain why AO,,x, = Opxn.

Explanation: Since every column vector of O,,, is equal to 6n, then
for any ¢ and j we have

Thus every entry of AO,,«,, is 0. This means that AO, x, = O,xn.

11) Another property of real numbers that you are probably familiar with
is the “cancellation law” which says that if a, b, and ¢ are real numbers
with a # 0 and ab = ac, then b = ¢. A similar property does not, in
general, hold for matrices. Come up with an example of 2 x 2 matrices
A, B, and C such that A # Oy45 and AB = AC but B # C.

Example: Let

10 1 2 1 2
a=lgo]e=] S o= 4

Then A # Oyy5 and
1 2
00

vl 4
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e=loo] s &)=1od]

so AB = AC. However, B # C.

and

13) Suppose that A is an m x n matrix. Explain why the matrix product
AAT is defined (is possible to carry out). What size is AAT?

Explanation: If A has size m xn, then AT has size n xm. The number
of columns of A and the number of rows of AT are the same. (Both
are n.) Thus AAT is defined and as size m x m. Also, the number of
columns of AT and the number of rows of A are the same. (Both are
m.) Thus AT A is defined and as size n x n.

15) For the matrix and vector

-2 -1 1 1
A= -2 2 -2 -1 and ¥ = (r1,x9,x3,24) ,
-2 2 2 =2

Compute AZ in two different ways: a) by using (3.6) and b) by using
(3.7).

Solution: First we will use (3.6).

~—

Row; (A) = (—2,—1,1,1)
Rowsy (A) = (—2,2,-2,—1)
Rows (A) = (—2,2,2,—-2)
and thus
ROWl (A) T = <_27 _17 17 1) : <x17'x27x37 :C4>
=201 — X2+ 23+ 24
and
Rowy (A) - & = =211 + 219 — 2203 — 14
ROW3 (A) ST = —2331 + 2272 + 2&33 — 2.1’4
This gives

AT = (=211 — 29 + T3 + x4, =221 + 209 — 223 — T4, —231 + 229 + 223 — 214) .
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Now we will use (3.7).

Coly (A) = (=2, —2, —2)
Coly (A) = (~1,2,2)
Coly (A) = (1, -2,2)
Coly (A) = (1, -1, -2)
Thus
T COll A) = —2(131, 25[)1,—2]71>
i) C012 A) = —$2,2l‘2,2$2>

and we see that

AT = T COll (A) + o COIQ (A) + 3 0013 (A) + x4 C014 (A)
= (=221 — g + 3 + T4, =211 + 229 — 203 — x4, —271 + 209 + 223 — 274) .

17) Suppose that A is an n x n matrix and suppose that the vector Z in
R™ is a solution of the homogeneous equation A7 = 0,,. Explain why
all of the row vectors of A are orthogonal to Z.

Explanation: Note that
A7 = (Row; (A) - Z,Rows (A) - &, ..., Row, (A4) - ©)
by (3.6). If AZ = 0, then
(Rowy (A) - Z,Rowy (A) - &, ..., Row, (A) - &) = (0,0,...,0)

which means that Row; (4) - & = 0 for all i = 1,2,...,n. We know
that two vectors are orthogonal to each other if and only if their dot
product is equal to 0. Therefore Row; (A) is orthogonal to # for all
i=12.... .n

19) For the following matrices A and vectors ¥, find the solution set of
the equation A¥ = g. Indicate whether the equation is inconsistent,
consistent with a unique solution, or consistent with infinitely many
solutions.
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0 -1 0
A= -1 -1 0 and 7= (1,-3,2)
1 -1 -1

Solution: The augmented matrix for A¥ = ¢/ is

) 0 -1 0] 1
A=| -1 -1 0| -3
1 -1 —1| 2

and we see that

rref (A) = (1)
0

o = O

0
0] —1
1

479

This shows that AZ = i has the unique solution Z = (4, —1, 3).

21) Write down the multiply-augmented matrix for the matrix equation

AX = I, where A is the matrix

[1d]

and then perform row reduction on this multiply-augmented matrix to
find the solution of the equation AX = I,. (What you are doing here

is finding A=)
Solution: The multiply-augmented matrix for AX = I is

1410
A‘l3o‘o1}

and we see that

rref(A>:[(1) (1)‘2 _%L}'

Since X satisfies AX = I,, then X = A~
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23) Show that the matrix

1
A= 14
7

co ot N
O O W

is not invertible by studying the equation AX = I3.
Solution: The multiply—augmented matrix for AX = I3 is

) 1 23100
A=|[45 6] 010
78 910 01
and we see that
A 10 -1]0 -8 2
rref(A)z 01 2 0 % —%
00 O 1 -2 1

Since that fourth column of A is & and this is a pivot column of A (as
seen after performing the row reduction), then Az = €} is inconsistent.
This means that AX = I3 is inconsistent. Therefore A is not invertible.

A.4 Chapter 4 Exercises:

Exercise 4.1.1 For each set of one or two vectors, determine whether the set
is linearly dependent or linearly independent.

1. ¥=(1,0,1,2)
Answer: It’s nonzero, the set {Z} is linearly independent.

2. 1 = (1,—1), T = (—4,4)
Answer: The set {71, 75} is linearly dependent, 7y = —47.

3. 71 = (0,0,0,0,0), @ = (1,2,3,4,5)
Answer: The set {Z], 7>} is linearly dependent, 7y = 0Z.

4.7 = (3,6,18), ih = (3, 3,2)
Answer: The set {¥], 7>} is linearly dependent, &) = 975
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5. & = (2,1,0), Z = (—1,2,0)
Answer: The set {7, 7>} is linearly independent. The vectors are not
scalar multiplies of each other.

Exercise 4.1.2 For each matrix A, determine if the columns are linearly
dependent or linearly independent. If dependent, find a linear dependence
relation.

1 2 3
1. A=14 5 6
789
1 0 -1
Answer: Note that rref(A) = | 0 1 2 |. From this, we see that
00 O

the columns are linearly dependent, and
COlg(A) = — COll (A) + 2 COIQ(A)

We can rearrange to get a linear dependence relation

Coly (A) — 2 Coly(A) + Cols(A) = 0s.
1 3 2
2. A=12 5 1
1 31
Answer: rref(A) = I3, so the columns are linearly independent.

Exercise 4.1.3 Without performing any computations explain why each of
the following sets of vectors is linearly dependent.

1. {(1,0,0),(0,1,0),(0,0,0)}

Answer: It includes the zero vector.

2. {{1,2), 2,1, (3,0))
Answer: There are three vectors in B? (more vectors than components
in each).

3. {(1,0,0),(0,1,0),(0,0,1),(1,—1,1)}
Answer: Similarly, there are four vectors in R3.
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4. {(1,2,1),(—-1,-2,—-1),(1,0,0)}
Answer: The second vector is a multiple of the first.

Exercise 4.1.4 For each set of vectors, determine if the set is linearly depen-
dent or linearly independent. If dependent, find a linear dependence relation.

1. {(1,1,2),(2,—1,0),(1,-3,1)}
Answer: They are independent. If we create a matrix with these as
columns, it row reduces to I3

2. {(1,2,0,-3),(-2,—-4,0,6),(0,2,3,1),(1,6,6,—1)}
Answer: They are linearly dependent. This can be found by creating a
matrix having these vectors as its column vectors. If we call the vectors
T1,To, T3 and X4 in the order they're given in, then a linear dependence
relation is any equation of the form

(28 — t)fl + ng — Qtfg + tf4 = 64,
with at least one of s or ¢ being nonzero.

3. {(0,4,-2,5),(3,7,—5,—4),(1,5,-3,2)}
Answer: They are linearly dependent. Calling the vectors 7', Zo and
T3, in the order given, a linear dependence relation is any equation of
the form
2T + tTy — 3tis = Oy

for t # 0.

4. {(3,1,0,—-1),(2,0,—2,8),(3,1,5,4)}
Answer: These are linearly independent. Again, set up a matrix with
these as its columns, and do row reduction. All three columns will be
pivot columns.

Exercise 4.2.1 Determine whether each subset is a subspace of R™ for the
indicated value of n.
Details shown for 2., 4., and 5.

1. S={(0,a) € R?*|a € R}
Answer: This is a subspace. All three criteria can be established.
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2. T={(1,a) € R*|a € R}
Answer: This is not a subspace. Note & = (1,0) is in T, but 27 =
(2,0) is not in T. So T is not closed under scalar multiplication. (It’s
not closed under vector addition either.)

3. Q ={(0,0,0)} in R3
Answer: This is a subspace. All three criteria can be established.

4. P={(kk) e R?|k=1,2,...}
Answer: This is not a subspace. For example, # = (1,1) is in P, but
%f = <%, %> is not in P. P is not closed under scalar multiplication.
Incidentally, P is closed under vector addition.

5. L={(k,k) € R*|k € R}
Answer: This is a subspace. Here is a detailed justification for this
conclusion. First, L is nonempty, for example it contains the vector
(1,1). We should note that the property of vectors in L is that their
first and second entries are the same real number. We need to show
that this property is preserved when we add such vectors or scale them.
Suppose Ty = (ki, k1) and @5 = (ko, ko) are any vectors in L, and let ¢
be any scalar. Note that

T+ To = (k1 + ko, k1 + ka),

and
Cffl = <CI€1,C[€1>.

Note that 71 + 5 and c¥; satisfy the property necessary to be elements
of L. Hence L is a subspace of R%. We can also argue that L =
Span{(1,1)}, and as a span, it is necessarily a subspace.

Exercise 4.2.2 Find a spanning set for each subspace of R".
Details shown for 3.

e Q={(0,a) € R?|a € R}
Answer: () = Span{(0,1)}

e P={(a,a,b) € R*|a,b € R}
Answer: P = Span{(1,1,0),(0,0,1)}
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o T'={(a,b,c,a+b+c) € R*|a,b,c € R}
Answer: T = Span{(1,0,0,1),(0,1,0,1),(0,0,1,1)}. Note that an
element of T can be decomposed.

(a,b,c,a+b+¢c) = (a,0,0,a)+ (0,b,0,b) +(0,0,c,c)
— a(1,0,0,1) +b(0,1,0,1) + ¢(0,0,1, 1)

Exercise 4.2.3 Consider the set of vectors
T = {<1, 0,1, 1>, <—2, 3,0, 8), <4, 4,5, 2>}

1. Find a matrix A having row space RS(A) = Span(T').
Answer: Answers can vary, but the obvious choice is the matrix whose
row vectors are the elements of A.

A=| -

I N
= w O

1
0
)

N CO

2. Find a matrix A having columns space CS(A) = Span(T).
Answer: Answers can vary, but the obvious choice is the matrix whose
column vectors are the elements of A.

1 —
A:

e )
oo O W N
DO U i

Exercise 4.2.4 Find a spanning set for the null space N'(A) where

o 3 1
4 7 5
A= -2 -5 -3
5 —4 2

Answer: The solutions to A¥ = 04 are given in vector parametric form

T=t(-%-11). So N(A) =Span {(—2%, -1 1)}.

3

Exercise 4.2.5 For each matrix A, find a spanning set for each of the four
fundamental subspaces of A.
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2 0 2
1 3 0
1 7 3
040

Span{(1,2,0,1),(2,1,3,0), (3, —1,7,3), (2,0,4,0)},
— Span{(1,2,3,2),(2,1,~1,0), (0,3,7,4), (2,0,3,0)},
= Span{(-2,1,1,0)}, and

Span {(6/19, —16/19, —4/19, 1)} .
3 1 0 11
1 4 1 0
03 -1 -3
Span{(1,3,1,0,11), (=1,1,4,1,0), (=2,0,3, —1, —3)},
Span{(l,—l > <3,1,0>,<1,4,3>,(0,1,—1>,<11,0, —3)},
Span{(—2,1,—1,1,0),(0,—4,1,0,1)}, and
Span{<0,0,0>}

8 —3 1
—4 5 —11

6 1 -9
= Span{(4,8,—3,1), (2, —4,5, —11),(3,6,1, —9)},
= Span{(4,-2,3), (8, —4,6),(—3,5,1), (1, —11, —9)},

and

= Span{(—2,1,0,0),(2,0,3,1)},
Span {(—17/14, —13/14, 1)} .

Exercise 4.3.1 Suppose S is a subspace of R" for some n > 2, and let

B:{ﬁg,...

, Uy} be a basis for S. Explain why the number of vectors, k, in

the basis B must be less than or equal to n.
Answer: We know that if a set contains more vectors than there are compo-
nents in each vector, the set is linearly dependent (see Theorem 4.1.2). The
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basis B is a linearly independent set of vectors in R™ (each of its elements
has n components), so it contains at most n vectors.

Exercise 4.3.2 Find a basis for each subspace of R". You may wish to start
with the spanning sets you found for these same subspaces in Exercise 4.2.2,
but you should demonstrate that the set you claim is a basis is both a span-
ning set and is linearly independent.

Details shown for 3.

e Q={(0,a) € R*|a € R}
Answer: Calling the basis B, B = {(0,1)}.

e P ={(a,a,b) € R*|a,b € R}
Answer: Calling the basis B, B = {(1,1,0),(0,0,1)}.

o T ={{(a,b,c,ca+b+c) € R a,b,ce R}
Answer: Calling the basis B, B = {(1,0,0,1),(0,1,0,1),(0,0,1,1)}.
It is a spanning set since we can write any element (a,b,c,a+ b+ ¢) of
T as a linear combination

{a,b,c,a+b+c) =a(l,0,0,1) +6(0,1,0,1) + ¢(0,0, 1, 1).

To show that they are linearly independent, consider the matrix A
having these as its column vectors.

_ O O =
— O~ O
— - O O

=3

3

D

S~
o O O =
O O = O
O~ OO

Since all columns are pivot columns, the columns of A, the vectors in
our set B, are linearly independent.

Exercise 4.3.3 Find a basis for N'(A4) and for N(A”) for each matrix A.

1 301
1.A=12 6 0 2
391 2
Answer: A basis for N(A) is {(—3,1,0,0),(—1,0,1,1)} and a basis
for N(AT) is {(—2,1,0)}.
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2 3 1
2. A=| -3 5 8
4 2 =2
Answer: A basis for N(A) is {(1,—1,1)} and a basis for N(AT) is

{(~15: 35 1)}

Exercise 4.3.4 Consider the basis B = {(1,1),(1,—1)} of R%

1. Find [#]g it # = (1,1)
Answer: [Z]z = (1,0)

2. Find [7]5 if 7 = (1, —1)
Answer: [Z]z = (0,1)

3. Find [7]3 if 7 = (0,0)
Answer: [Z]z = (0,0)

A. Find [7]s if 7 = (2,
Answer: [7]z = (3

5. Find 7 if [7]g = (~1,4)
Answer: 7= —1(1,1) +4(1,—1) = (3, =5).

Exercise 4.3.5 For the subspace P in Example 4.3.9, construct the matrix B
whose columns are the basis elements in the order given. For each coordinate
vector [Z]z in R?, find the element # in P by using the matrix-vector product
¥ = BlZ]s.

10
. . 0 0
Details: The matrix B = 01
0 0
1. [ =(1,1)
10 1
5 100 1{ |0 L
Answer: B[Z|p = 01 [ 1 ] Bk So = (1,0,1,0).
0 0 0
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2. [f]B = <_37 5>

(1 0] -3
Answer: B[Z|p = 8 (1) [ _2] = g . So #=(-3,0,5,0).
[0 0| 0
3. [Z]p = (w1, 22) ) ]
10 )
Answer: B[Z|p = 8 (1) {2 } = wi) . So & = (x1,0,x9,0).
(0 0 0

Exercise 4.3.6 Consider the vectors iy, Uy, and u3 in R° given by
u; = (1,0,0,0,0), uy=(1,1,0,0,0), and wu3=(1,1,1,0,0).

Let B = {uy, U, 3} be the ordered basis for the subspace S = Span(B) of
R®. Verify that the coordinate vectors, [u;]s, of the basis elements are the
standard unit vectors in R3. That is, show that

(@5 = (1,0,0), [da]s = (0,1,0), and [iis]s = (0,0,1).

Answer: This can be done using a matrix with the basis elements as col-
umn vectors, or it can be demonstrated by considering the coefficients when
expressing one of the basis elements as a linear combination. Note that if
171 = Clﬁl + Cgﬁg + Cgﬁg, then [ﬁl]B == <Cl, Co, C3>. Since

1,_[1 = 1’121 + 0’11’2 + 0’(73,

the coefficients for u; as a linear combination of the basis elements are ¢; = 1,
co = 0, and c¢3 = 0. This makes

[t]s = (1,0,0).

Similar observations lead to [t2]s = (0,1,0), and [u3]z = (0,0, 1). To verify
using a matrix, we let B have column vectors from the basis elements (in the
given order).

Sy

I
co oo~
SO O R =

1
1
1
0
0
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Note that if we compute Bej, for the standard unit vector €; = (1,0,0) in
R3, we get

111 1
011 1 0
001||lo|l=]0],
0000 0
000 0

which is #; from our basis. Similar computations show that Be; = iy and
Bes = us.

Exercise 4.3.7 Suppose n > 2 and 1 < k < n. Let B = {uy,..., 4} be an
ordered basis of the subspace S = Span(B) of R". Explain why [@;]s = é; for
each i = 1,..., k. That is, explain why the coordinate vectors for the basis
elements are the standard unit vectors in RF.
Hint: don’t worry about a bunch of computations, just consider the equa-
tion
U =ty + -+ il + - - - + cpUy.

Answer: To express u; as a linear combination of the basis elements, we
need the i coefficient to be 1 and all the other coefficients to be zero. For
example,

ty = 1y + 0ty + - - - + O,

making [u1]p = (1,0,...,0) = €, and so forth. Note that since there are
k basis elements, this coordinate vector, €7, has k entries—one 1 and k — 1
ZETO0S.

Exercise 4.3.8 Find the dimension of the null space of the matrix

125 3 3

-1 0 3 -1 -3

A= 111 0 -1
111 4 7

Answer: To identify the solution of AZ = 0,, we row reduce [A ] 54].

10 -30 10
= rref 01 40 —-210
A1) = 190 01 20
00 00 00
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For & = (w1, %2, 23, %4, 5),

ry = 3(133 — Ty
To = —41’3 + 2]75 y
T4 = —2x5

with x3 and x5 free variables. So a solution to the homogeneous equation
has the form

#=a5(3,-4,1,0,0) + 25(—1,2,0, -2, 1).

The set {(3, —4,1,0,0), (=1,2,0, -2, 1)} is a basis and it contains two vec-
tors. So

dim (N (4)) = 2.

Exercise 4.3.9 Find the dimension of the null space of the matrix

1 -1 11
2 0 1 1
B=|5 3 11
3 —1 0 4
3 -3 -1 7
Answer: Consider BZ = 0.
1 00 110
01 0 —1/0
BI0;] = o001 —1]0
0 00 0]0
000 0]0
A solution ¥ = (1, 9, 3, T4), satisfies
1 = —X4
Tog — T4 s
Tz = T4

with x4 a free variable. So the vectors in N'(B) have the form

Tr=ux4(—1,1,1,1),
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and a basis is {(—1, 1,1, 1}}, containing one vector.

dim(N(B)) = 1.

Exercise 4.3.10 Consider the matrix H.

1 -2 00 3
0 010 —4
H= 0 001 5
0 000 0

1. Classify each column as a pivot column or a non-pivot column.
Answer: The pivot columns are the first, third and fourth, and the
non-pivot columns are the second and fifth.

2. Express each non-pivot column as a linear combination of one or more
pivot columns.
Answer: Since H is an rref,

COIQ(H) = —20011(H),
Cols(H) = 3Coli(H) —4Cols(H) + 5Coly(H).

3. Identify a basis for CS(H).
Answer: A basis is the set of pivot columns, {(1,0,0,0), (0,1,0,0),(0,0,1,0)}.

Exercise 4.4.1 Find a basis for the column space of each matrix.

3 3 3
. A= -1 =2 1
-5 —6 —3

Answer: {(3,—1,-5),(3,—2,—6)}
3
2

1 2
—2 0
) 1

o = O

1
2. M= |2
3

1
Answer: {(1,2,3),(3,2,1),(2,0,1)}
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1 2 -1 4
00 3 -3
3. X=1|2 4 1 5)
1 2 1 2
3 6 2 7
Answer: {(1,0,2,1,3),(—1,3,1,1,2)}

Exercise 4.4.2 Find bases for the row space, column space, and null space
of each matrix.

3 3 3
. A= -1 =2 1
-5 —6 -3

Answer: Column {(3,—1, —5), (3,—2,—6)},
Row {(1,0,3),(0,1,—2)},
null {(—3,2,1)}

1 3 1 0 2
2. M= 1|2 2 =2 40
31 -5 8 1
Answer: Column {(1,2,3), (3, (2,0, 1)}
Row {(1,0,-2,3,0), (0,1,1, —1,0),(0,0,0,0,1)},

1
1 2 —1 4
00 3 -3
3. X=1|2 4 1 5)
1 2 1 2
36 2 7
Answer: Column {(1,0,2,1,3),(—1,3,1,1,2)},
Row {(1,2,0,3),(0,0,1, ~1)},
null {(—2,1,0,0), (—3,0,1,1)}

Exercise 4.5.1 Suppose A is a 10 x 20 matrix.

1. If rank(A) = 7, what is nullity(A)?
Answer: nullity(A4) =20 -7 =13

2. If rank(A) = 7, what is nullity(AT)?
Answer: nullity(A7)=10—-7=3
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3. If AT has 8 pivot columns, what is rank(A)?
Answer: rank(A) = rank(A”) =8

4. If dim (CS (AT)) =9, how many free variables are there in any solution
to A¥ = 610?
Answer: rank(A) = rank(A”) = dim(CS(AT)) = 9. So nullity(A) =
20 — rank(A) = 20 — 9 = 11. There are eleven free variables (corre-
sponding to the 11 non-pivot columns).

5. What is the maximum possible rank of A?
Answer: The maximum rank if 10. There are at most 10 pivot posi-
tions since there are ten rows.

Exercise 4.5.2 Explain why the maximum rank of an m x n matrix is the
smaller of the two numbers, m and n.

Answer: The rank of a matrix is the number of pivot columns which is the
same as the number of pivot positions. Each pivot position is in a row and
a column, so the rank can’t exceed the smallest of these two numbers.

Exercise 4.5.3 Suppose A is an n X n matrix (so A is square). Explain why
if A is full rank, then nullity(A) = 0.

Answer: Since A is square the maximum rank is n. If A is full rank,
then rank(A) = n meaning that by the rank-nullity theorem nullity(A) =
n —rank(A) =n —n =0.

Exercise 4.6.1: Verify that V' = {6} with operations as defined above

satisfies all of the axioms given in Definition 4.6.1 (and is thus a vector
space).
Proof:

1. The only vector in V is 0 and 04+0 = 0 € V, so V is closed under
addition.

2. The only vector in V is 0 and if ¢ is any scalar then we have ¢c0 =0 € V,
so V' is closed under scalar multiplication.

3. 0+0=0+0,so V satisfies the commutative property of addition.
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4. (6+6) +0=0+0=0and 0+ (6+6) =0+0= 0, so V satisfies
the associative property of addition.

5. 0 is clearly the zero vector of V.

6. It is clear that 0 is the additive inverser of 0 because 0 + 0 = 0.

7. If ¢ is any scalar thenc<6+6) =0 =0 and 06+06:6+6:6, SO
the distributive property is satisfied.

8. If c and d are any two scalars, then (¢ + d) 0 = 0 and c0+d0 = 040 = 0.
Thus (¢4 d)0 = c0 + dO.

9. If ¢ and d are any two scalars then (cd)0 = 0 and ¢ <d6> =0 =0 so

it is true that (cd) 0 = ¢ (dO)

10. (1) 0 = 0 by our definition of scalar multiplication. (Any scalar times
y

(
0is 0 b definition.)

Exercise 4.6.3: Prove statements 2 and 4 of Theorem 4.6.1.

Proof of statement 2: We want to prove that if V' is a vector space ¥
is any vector in V', then there is only one vector that can serve as an additive
inverse for 7.

Suppose that ¥ € V and suppose that there are vectors i and z in V'
that both serve as additive inverses for Z. This means that Z + ¢ = 0 and
T+ 7Z=0. Hence Z+ 7 = Z+ 2. We can add Z to both sides of this equation
to obtain

ZH(@+y) =2+ (T +72)
and then use the associative property to obtain

—

Z+D)+y=(Z+2)+72

This gives
O+y=0+7%

and (because 0 is the additive identity element)

j=7z
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We have proved that # cannot have two different additive inverses.

Proof of statement 4: We want to prove that if V' is a vector space
and c is any scalar, then 0 = 0.

First note that one of the axioms tells us that we must have

c<6—|—6> = 0+ 0.
Since 04 0 = 0 (because 0 is the additive identity element), then we have
0 = c0 + c0.
We know that the vector ¢0 has an additive inverse, denoted by — <c§> If
we add this to both sides of the above equation, we obtain

c0 + (— <c6>> = (c6+ cﬁ) - (— (cﬁ)) :

We then use the associative property to obtain

0+ (= (c0)) =0+ (c0+ (— (c0)))

This gives

and since c0 4+ 0 = c0, we have ¢

21 Q22
—1A is the additive inverse of A.
Answer: We have to show that —1A4 + A = O. This is what it means to be
the additive inverse. Using the operations defined back in section 3.2

[ —lai; —1lag 11 Az
+
i —1&21 —1(122 a21 Q22
. [ —1@11 + a1 —1@12 + a2

| —lag +agr —lax + ax
~[oo
00

Exercise 4.7.1 Let A = | “1 @12 } be any element of Msys. Show that

1A+ A=

Hence —1A is the additive inverse — A.
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Exercise 4.7.5 Consider the ordered basis B = {Ey1, Fi2, Fo1, Eao} of Mayo
where

10 0 1 0 0 0 0
EH:{O 017 ElQZ{O 0], E21:[1 O}’ E22:|:0 1]-

1.

If A is any matrix in M9, then the coordinate vector [A]z is a vector
in R*. Determine the value of k.
Answer: k =4 (since there are four basis vectors)

. Find the coordinate vectors [A]z and [B]z for the matrices

2 —4 -3 2
=[] wa pe] 2],

Answer: [A]g = (2,—4,3,1) and [B]g = (—3,2,0,5)

. Evaluate A + B and confirm that [A]s + [B]g = [A + Bls

Answer: A+ B = [ _; _2 ], so [A+ Bl|g = (—1,-2,3,6). Also
[Alg+ [Blg = (2,—4,3,1) + (—3,2,0,5) = (—1,—2,3,6). As expected,

they are the same.

. Evaluate 54 and confirm that 5[A|z = [5A]5.

Answer: 5A = [ 1(5) _2(; ], so that [5A]p = (10,—20,15,5). Also

5[A]p = 5(2,—4,3,1) = (10, —20, 15,5). Again, they match.

. Find the coordinate vectors for the elements of B. That is, find each

of [En]& [Em]B, [E21}B, and [EQQ]B-
AIISWQI‘: [Ell]B = <1, O, O7 0>, [Elg]g = <0, 1, O, O), [Egl]g = <O, O, 1, 0),
and [EQQ]B = <0, O, O, 1>

Can you make a conjecture about what the coordinate vectors should
be for the basis elements of a basis in general?

Answer: They should be the standard unit vectors & in R* (where
k is the number of vectors in the basis). This makes sense because a
basis element is 1 times itself plus zero times each of the other basis
elements.
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Exercise 4.7.8 Let Z, be the subset of My whose entries sum to zero. That

is,
a b
z=4[ 4]

Show that Z, is a subspace of Msys.
Answer: The process followed in Example 4.7.2 can be followed here. The
zero matrix is obviously an element of 7, so it’s not empty. If we let

A:[an Cl12} and B:{bn 512]

a—l—b—i—c-i—d:()}.

Q21 Q22 ba1 Do

be elements of Z,, then aj1+a12+as+ass = 0 as well as by +b1a+ba; +boy = 0.
The sum

AL B= {an‘i‘bn a12+b12:|

agy + ba1  age + b

and if we sum the elements, we get

a1 + b1 + aig + big + agy + bay + agy + bay =
(an + Q19 + Q91 + a22) + (bll + b12 + b21 + bgg) =0

So A+ B is in Z, making it closed under vector addition. Similarly, for any

scalar c,
ca11 Caio
cA = [ ,

Cag1 Ca9oo

and the sum of its entries is
cayy + caja + casy + cagy = c(au + Q19 + a9y + CZQQ) = C(O) =0.

Hence cA is in Z,; which is closed under scalar multiplication. We have
demonstrated that Z; is a subspace of Myys.
Alternatively, we can produce a spanning set. An example is

ool el )

Exercise 4.7.9 Let N, be the subset of M, 5 whose entries sum to one. That

1S,
st{{a b} ‘a+b+c+d:1.}.
c d



498 APPENDIX A. ANSWERS AND SOLUTIONS TO SELECTED EXERCISES

Show that N, is not a subspace of Myys.

Answer: We need only to show that one of the properties of a subspace is
violated, and this can be done by producing one example showing that the
set is not closed under one or the other operation (vector addition or scalar
multiplication). There are lots of examples to choose from. A simple one is

to consider the matrix A = (1) 8 , which is clearly an element of N. If
we take any scalar different from one, for example let ¢ = 2, we find that
(2 0
cA = 00 } .

The entries of cA sum to two, not one. So cA is not an element of N,. Since
N, is not closed under scalar multiplication, it is not a subspace of Msys. It
is easy to verify that N, is not closed under vector addition either.

Exercise 4.7.10 Let D be the subspace of My, of diagonal matrices. That

is
a 0
o= {[2 0] [uaerl.

10 0 0 . .
Show that the set B = 0ol lo 1 is a basis for D.

Answer: We have to show that B is linearly independent and spans D. If
we take any element of D, we see that

oa)=elo o]y

So B spans D. If we consider the homogeneous equation

. 10 ny 00| (00
Y100 lo1] (oo
then equating each entry, we see that ¢; = ¢; = 0. So B is linearly indepen-
dent, and hence is a basis for D.

Exercise 4.7.11: Let S = {FL, 5} where a,, = 3 for all n and b, = (—1)"n?
for all n. Thus

(3,3,3,3,3,...)

(—1,4,-9,16,-25,...).

a=
b=
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1. Explain why the vector 0 = (0,0,0,0,0,...) is in Span {EL’, l;}
Explanation:
0@ +0b=0(3,3,3,3,3,...) +0(—1,4,-9,16,—25,...)
= (0,0,0,0,0,...) +(0,0,0,0,0,...)
= (0,0,0,0,0,...)
=0

and thus 0 is a linear combination of @ and b. Therefore 0 € Span {FL, I;}

3. Prove that Span {d’, g} # R>.

Proof: Span {EL’, l;} consists of all linear combinations of @ and b.

Hence every vector in Span {6, 5} has the form

si+th=5(3,3,3,3,3,...) +t(=1,4,-9,16,—25,...)
= (3s — t,3s + 4t,3s — 9t,3s + 16t,3s — 25¢,...) .

To show that Span {EL’, E} # R, we just need to come up with an

example of a vector, ¢, in R* that is not a linear combination of @ and
b. How do we make up such and example? We, let’s see if we can come
up with a ¢ that has 1 and 11 as its first two components. Thus let us
take ¢ to be of the form

c=(1,11,c3,¢4,...).
In order to have s@ + tb = & for some scalars s and t, we must have

3s—t=1
3s + 4t = 11.

The unique solution of this system of equations is s = 1, t = 2. This
completely determines what every entry of ¢ must be is we are to have
sid-+tb = ¢ We must have c5 = 3(1)—9(2) = —15, ¢y = 3(1)+16 (2) =
35, etc. Hence the vector

¢ = (1,11, 27, anything, anything, . . .)

is not in Span {EL’, I;}
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Exercise 4.7.13
1. Let @ = (1,2,3,4,5,...) and b = (2,3,4,5,6,...). What is the dimen-
sion of the subspace S = Span {d’, 5}7 Explain.

Answer: We claim that dim (S) = 2. To prove this, we need to prove
that S is linearly 1ndependent This means we need to show that the
equation xd + 220 = 0 has only the trivial solution. Writing this
equation out, we have

11(1,2,3,4,...) +22(2,3,4,5,...) = (0,0,0,0,0,...)
or
<$1 + 2272, 2!13'1 + 31‘2, 31’1 + 41’2, 41’1 + 5!132, .. > = <O, 0, 0, O, O, .. > .

This gives a system of linear equations with infinitely many equations
and two unknowns:

Ty + 229 =0
2x1+ 315, =0
3r1 +4x9 =0

etc.

We only need to consider the first two equation in this system to prove
our point. The first two equations are the system give the system

r| + 25(]2 =0
2%1 + 3%2 =0
which can easily be seen to have only the trivial solution x; = x5 = 0.

This means that the infinite set of equations also have only the trivial
solution. Therefore S is linearly independent and dim (S) = 2.

3. Let& = (1,0,0,0,0,...), & = (0,1,0,0,0,...) and & = (0,0,1,0,0,...).
(Thus €] has 1 as its first entry and all other entries are 0, etc.) What
is the dimension of Span {é7, €3, €3}7 Explain.

Answer: We claim that dim (Span {é}, &, é;}) = 3. To see why this is
true, we need to show that the set {€1, ey, €3} is linearly independent.
Consider the equation

x1€1 + 1'252 + .1'353 =0.
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This is
<$1,ZL’2,£L’3,0,0, .. > = <0,0,0,0,0, .. >
which clearly has only the trivial solution z; = x9 = x3 = 0.

Since {€},&,,€3} is a set of three linearly independent vectors, then
dim (Span {gl, 52, 63}) =3.

Exercise 4.7.17 Let Fy be the subset of C(R) of functions that take the
value of zero at zero. That is,

Fy={f € C°(R) | f(0) = 0}.

Determine whether Fy is a subspace of C°(R). That is, either show that Fy
is a subspace of C°(R), or demonstrate that Fy is not closed under vector
addition or scalar multiplication.

Answer: Fj is a subspace. First, the zero function z(x) = 0 is in Fj because
2(0) = 0. So Fj is not empty. (We could use a more interesting example
such as the sine function, since sin(z) is continuous on R and sin(0) = 0.) If
we consider any elements, f and ¢ in Fj, then

f(0)=0 and g¢(0)=0.
Note that their sum, f(z) + g(x) satisfies
£(0) + g(0) =0+ 0= 0.

And if ¢ is any scalar, then the scalar multiple c¢f satisfies

Hence Fy is closed under both operations making it a subspace of C°(R)
Exercise 4.7.20 Consider the vector space Py.
1. Determine which of the following are vectors in Pj.

(a) p(z) =2+ 3z — 2% + 223 + 42
Answer This is a vector in Py.

(b) q(x) =2+ 32* — 923 + 22
Answer This is a vector in Py.
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() flx)=—12+ z + 5a® — 62°
Answer This is a vector in Py.

(d) r(z) = 2123 — 42°
Answer This is not a vector in P;. The degree exceeds 4.

2. Let f(x) =2z + 2® — 142" and g(x) = —3 + 42® — 523 + 102™.

(a) evaluate 2f(z)
Answer 2f(z) = 4z + 223 — 2821

(b) evaluate 3¢g(z)
Answer 3¢g(z) = —9 + 1222 — 1523 + 302"

(c) evaluate f(x) — g(z)

Answer f(z) — g(z) = 3+ 2z — 42? + 62° — 242",
(d) identify —g(z)

Answer —g(z) = 3 — 42* + 523 — 10z*

Exercise 4.7.21 Let P, denote the set of all polynomials, p(x) = po+p1z+
pax? of degree at most 2 with real coefficients that satisfy p(1) = 0.

1. Determine which of the following are elements of Py ;.

(a) g(z) =2 — 3z — 2?

Answer: g(1) = —2, g is not in Py
(b) f(z) =2 — 3z + 2?

Answer: f(1) =0, fisin Py,
(c) q(x) =42® + 22— 6

Answer: ¢(1) =0, ¢ isin Py

2. Show that Py, is closed with respect to vector addition and scalar
multiplication.
Answer: Suppose f; and fy are elements of P,;, and let ¢ be any
scalar. Note that since f; and f, are in Py;, we know that fi(1) =0
and f5(1) = 0. Using the definition of vector addition in Py, evaluating
the sum at x =1,

(fi + f2)(1) = fi(1) + fo(1) =0+ 0 = 0.
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Similarly, the evaluating the scalar multiple cf; at z = 1,

(cf1)(1) = ¢f1(1) = ¢(0) = 0.

That is, the sum of elements in P, are in Py, and scalar multiples
of elements of P, ; are in Py ;. This set is closed under vector addition
and scalar multiplication.

3. Verify that every element of P,y can be written in the form p(z) =
pi(z — 1) + pa(z® — 1). Note that we can say that Py; = Span{z —

1,2? —1}.
Answer: Let p(z) = py + p1x + pex? be any element of Py;. Then

p(1) = po +pi(1) + pa(1)* = po + p1 + p2 = 0.
This gives an equation relating the values of pg, p1, and py, namely
Po = —P1 — Pp2-
So we can replace py in p(z) and write
p(x) = —p1 — pa + prt + paa?®,

which we can rearrange in the form

p(x) = pi(x — 1) + pa(a® — 1).

Exercise 4.7.23 Determine whether the indicated set is linearly independent
or linearly dependent in the indicated vector space.

2. {1+z,1—2}inPy.
Answer: These are linearly independent.

3. {14+z,1—2,2—3z}in P;.
Answer: These are linearly dependent. For example,

(14 z) =51 —x) +2(2—3z) =0+ 0z = 0(x).



504APPENDIX A. ANSWERS AND SOLUTIONS TO SELECTED EXERCISES

Exercise 4.7.25: Show that the set of functions S = {e”, e**} is linearly
independent and thus dim (Span (5)) = 2.
Solution: We need to show that the equation

c1e® +ce®®* =0 forall z € R

has only the trivial solution ¢; = ¢ = 0.
Since we require that the above equation is true for all x € R, then we
can set x = 0 to obtain
c1+cy=0.

We can also set z = In (2)
1@ 4 e =

which can be written as

261 + 402 = 0.

The system of equations
C1+Cy = 0
261 + 402 =0

has only the trivial solution. Therefore S is linearly independent.

Exercise 4.8.2 Let B = {FE11, E12, Fa1, Eao} be the ordered basis of My
where

10 01 0 0 0 0
EH:{O 01, EHZ{O 0]; E21:[1 O}’ E22:{0 1]-

Use coordinate vectors to determine whether the following collection of vec-
tors is linearly dependent or linearly independent in Myys.

11 2 —1 0 2 16
R U e ) B N R F
Answer: We determine the coordinate vectors,

(Al = (1,1,0,1), [As]s = (2,—1,1,-2)

[A3}B = <Oa 2, 1>3>? [A4]B = <1>67078>'
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Using these a column vectors, we can find an rref.

1 201 100 3
1 -1 2 6 rref 01 0 -1
0 1 10 0 01 1
1 -2 3 8 000 O

We see that there is a non-pivot column, so the columns are linearly depen-
dent. We can conclude that the set {A;, Ag, A3, A4} is linearly dependent in
M2><2-

Chapter 4 Additional Exercises

1. Prove statement a. of Theorem 4.1.2. That is, show that any set of
vectors in R"™ that includes the zero vector, 0, is linearly dependent.

Answer: Let £ > 0 and suppose we have a set of vectors S =

{On,ﬁg,ﬁg, . ,ﬁk} that includes the zero vector. Note that we can

form the linear dependence relation

10,, 4 0@y + 0ty + - - - + 0y, = 0.
This is a valid linear dependence relation because at least one coefficient
(the first one shown in the equation) is nonzero. Hence S is linearly

dependent.

2. Prove that the set {0,} is a subspace of R" for any n > 2.

Answer: The set if nonempty since is contains the zero vector. This
vector also satisfies that all linear combinations of it are the zero vector
(that is, when we scale the zero vector or add it to itself, we always
get the zero vector). So the set is closed under both vector addition
and scalar multiplication. So the set {0, } satisfies the three conditions
necessary to be a subspace.

3. Prove that if S is an subspace of R", then S must contain the zero
vector, 0,.

Answer: Since S is nonempty (that’s a property of a subspace), it
contains at least one vector which we can call . As a subspace, S
must be closed under scalar multiplication, so S must contain cZ for
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every possible scalar ¢, including zero. So 0 = 0,, must be an element
of S.

4. Consider the subspace
S = Span{(1,2,1,1),(3,5,3,4),(1,1,1,2),(2,1,1,4) }

of R*. Find a basis for S.

Answer: If we create a matrix A having the vectors in the spanning
set as its column vectors, then S will be its column space. A basis will
be the pivot columns.

rref

—

— =N
=~ W Ot W
N = = =
Q)
O O O =
O O = O
O O =N
O~ O O

The first, second and fourth columns are pivot columns, so a basis for
S is
{(1,2,1,1),(3,5,3,4),(2,1,1,4)}.

5. Let n > 2; suppose S is a subspace of R" and B = {u,..., 4} is a
basis for S where 1 < k < n. Explain why

0,5 = 0.

That is, explain why the coordinate vector for the zero vector in S
(which is the zero vector in R"™) must be the zero vector in R*.

Answer: The elements of the basis are linearly independent. So the
only coefficients that satisfy

—

On = 01171 +CQ’L?2 + - —|—ckﬁk

are ¢ = ¢y = -++- = ¢, = 0. These are the entries of the coordinate
vector [0,]s making it the zero vector in R*.

6. Determine whether the columns of A are linearly independent or lin-
early dependent. If the columns are linearly dependent, find a linear
dependence relation.
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Note: Each of these can be determined by setting up the homogeneous
equation AZ = 0,, (where m is the number of rows of A). If there
are any non-pivot columns, they are linearly dependent, and a linear
dependence relation is any nontrivial solution.

(1 1 2
(a) A=12 -1 0
|1 -3 1
Answer: They're independent.
1 -2 0 1
2 -4 2 6
(b) A= 0 03 6
| -3 61 -1

Answer: They are dependent. Any linear dependence relation
will be some variation on

(25 — t) Coly(A) + 5 Coly(A) — 2t Colz(A) + t Coly(A) = 0.

0 3 1
4 7 5
() A= 5 5 _3
5 —4 9

Answer: They are dependent. Any linear dependence relation
will be some variation on

2t Coly (A) + t Coly(A) + 3t Colg(A) = 0j.

3 23

1 01

(d) A= 0 -2 5
-1 8 4

Answer: These are independent.

7. Verify that P, satisfies axioms 1-4 and axioms 7—10 of Definition 4.6.1.
(Note that axioms 5 and 6 have already been discussed.)
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Answer: The first two axioms 1 and 2 are the closure axioms. Suppose
that p and ¢ are elements of P,,. This means that they are polynomials
of degree at most n (i.e. n or less). Letting p(z) = po+pr1z+...+pa™
and ¢(x) = qo + q1x + . .. + ¢,x", then their sum

(p+q)(x) =(po+aq)+ 1+ @)z + ...+ (P + ¢u)2",

and any scalar multiple of p,
cp(x) = epo + cprx + ... + cppa”,

are also polynomials of degree at most n (the degree can decrease, but
it can’t increase). Hence axioms 1 and 2 are satisfied. To show that
axiom 3 holds, we use the commutative property of real number (since
the coefficients are real numbers). Note that

p(x) + ()

o (pn A+ o))"
o+ (gn + pn)z"

Po+ qo) + (01 + @)z
qo +po) + (g1 +p1)z
Zq( ) + p().

A/_\

+ .
+

For axiom 4, let r =rqg + rmx + ...+ r,a2™. Then

(p(@) + q(@)) + r(z) = (po +90) + (p1 + q1)z + ... + (Pn + gn)a™ + 10 + 112+ ... + rpa”
=@o+qo+ro)+@1+aq+ri)z+...+ (pn+gn+70)a"
= (po+ (g0 +70))+ (pr+ (a1 +71))x+ ...+ (Pn + (gn + Tn))z"”
=po+piz+...+pnz™ + (g +70)+ (@1 +r1)x+...+ (gn +7n)z"

=p(x) + (g (w))+r(w))-

The additive identity and additive inverse properties have already been
considered. Moving on to axiom 7, letting ¢ be any scalar,

c(p(z) +q(x)) = c((po + qo) + (p1 + @)z + ... + (Pn + gu)2")
=c(po+qo) +clpr+q)r+ ...+ c(pn + qu)z"
= (cpo + cqo) + (cp1 + cq1)z + ... + (cpn + cgp)2"
=cpo+cprx+ ...+ eppx” +cqo + cqrx + ..+ cqpa”
=c(po+pr+...+px™)+cl@o+qz+ ...+ guz")
= cp(x) + cq(a).
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Axiom 8 can be established similarly. Letting d be any scalar,

(c+d)p(z) = (c+d)po+ (c+d)prz+ ...+ (c + d)ppa”
= cpo + dpg + eprx + dprx + ... + eppx” + dppa”
=cpo+ceprx+ ...+ eppx” + dpy + dprx + ...+ dppa”
— epl(a) + dp().

For axiom 9, we have

c(dp(x)) = c(dpo +dprx+ ...+ dpn:zzn)
= cdpy + cdprx + ... + cdp,x™
= (cd) (po +px+...+ pnm”)
= (cd)p(z)
= (de)p(x)
= (dc) (po +px+...+ pna:")
=dcpy + deprx + ...+ deppa™
= d(cpo +cprr+ ..+ cpnm”)
= d(cp(z))

Then finally, axiom 10 follows immediately from the fact that 1p; = p;
for each real number p;. That is,

1p(z) = 1po + 1prz + ... + 1ppa” = po+ prz + . .. + ppz™ = p(x).

8. For each statement, indicate whether the statement is true or false.
Give a brief explanation of reason for each conclusion.

(a) If Ais an n X n matrix, then RS(A) = CS(A).
Answer: This is false. The have the same dimension (which is

always true), but consider 2 } The row space is Span{(1,2)},

1

0 0
but the column space is Span{(1,0)}.

(b) If Ais an n x n matrix, then dim(RS(A)) = dim(CS(A)).

Answer: This is true. The rank, dimension of the row space and
dimension of the column space are all the same number. It doesn’t
matter if the matrix is square or not.
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(c) If Ais a 3 x 3 matrix and rank(A) = 3, then the homogeneous
equation AZ = 03 has only the trivial solution.

Answer: True. This indicates that the nullity (A) =3 —3 = 0.
So the null space only includes the zero vector.

(d) The dimension of Ps is dim(P5) = 5.

Answer: This is false. The dimension is 6. In general dim (]P’n) =
n + 1. The simplest basis is {1,z,2%, ... 2"} which has n + 1
elements.

(e) If A is an m X n matrix with linearly dependent columns, then
the equation A% = 0,, must have infinitely many solutions.

Answer: This is true. The system must be consistent, and A will
have non-pivot column(s) meaning there will be free variable(s).

(f) If A is an m x n matrix with linearly dependent columns, then
the equation AZ = ¢ must have infinitely many solutions for any
¥ in R™.

Answer: This is false. Such a system could be inconsistent. It
is the case that every consistent system will have infinitely many

solutions, but there’s no general guarantee that the system is con-
sistent.

(g) An element of a vector space is called a vector.
Answer: This is true. This is the most general definition of what
a vector is.

(h) If p is a vector in P, and B is some basis of P4, then the coordinate
vector [p]g is a vector in RS.
Answer: This is true. Since dim (IP’4) = b, the basis will have five
elements, and the coordinate vectors will be real five-tuples.

(i) For matrix A, if the first three rows of rref(A) are nonzero, then
the first three rows of A are linearly independent.

Answer: This is false. Row operations allow for swapping the or-
der of the rows and do not preserve the linear dependence relations
of the rows.

(j) For matrix A, if the first three column vectors of rref(A) are three
different standard unit vectors, then the first three columns of A
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are linearly independent.
Answer: This is true. This would mean that the first three

columns are pivot columns making them linearly independent.

9. For each matrix, find bases for the row space, the column space, and
the null space.

1 2 -1 3
(a) A=]12 4 -2 6
14 00

Answer:

e A basis for N'(A) is {(2,-1/2,1,0),(—6,3/2,0,1) }.
e A basis for CS(A) is {(1,2,1),(2,4,4)}.
e A basis for RS(A) is {(1,0,-2,6),(0,1,1/2,-3/2)}.

1 2 1
3 5 0
(b) B = 4 6 -2
2 3 -1
Answer:

e A basis for N'(A) is {(5,—3,1)}.
e A basis for CS(A) is {(1,3,4,2),(2,5,6,3)}.
e A basis for RS(A) is {(1,0,-5),(0,1,3)}.
-2 2 -3 -2 -8
(c) C = 3 -3 3 1 10
2 -2 2 0 4
Answer:
e A basis for N'(A) is {(1,1,0,0,0),(—6,0,4, —4,1) }.
e A basis for CS(A) is {(—2,3,2),(-3,3,2),(-2,1,0)}.
e Abasis for RS(A) is {(1,-1,0,0,6),(0,0,1,0,—4), (0,0,0,1,4) }.

10. The first three Chebyshev polynomials are

To(z) =1, Ty(r)==x, and Ty(z)=22"—1.
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(It is customary to use the notation 7; when writing these polynomials.)
Show that the set C = {Tp, 11,12} is a basis for Ps.

Answer: We have to show that C spans P, and is linearly independent.
If p(x) = po + p1z + pex? is any element of Py, we can write

p(z) = 1 To(x) + e Th () + 3T (x),
where ¢; = po + %pg, co = p1, and c3 = %pg. To verify, note that
a1To(x) + coTy(x) 4+ esTo(x) = ¢1(1) + ca(z) + e3(22% — 1)

~ G+ (1) 4 i+ (m2) (202 1)

= po+ 2p2+ P17+ = (22?) L
= Do 2]?2 p1ixr 2;02 x 2292

= po + P17 + pox”
= p(z).
So C spans Py. To show that C is linearly independent, we can consider

the homogeneous equation ¢;Ty(z) + 2T (x) + 3T (z) = 2(x).

1+ cax + c3(22% — 1) = 0 4 0z + 022
(c1 — ¢3) + cow + 2¢32° = 0 + Ox + 022

Equating coefficients, we see that ¢; —c3 = 0, co = 0, and 2¢3 = 0. The
last two equations show that co = c3 = 0, and substituting c3 = 0 into
the first equation, we see that ¢; = 0 as well. The only solution is the
trivial solution, so C is linearly independent. We can conclude that C
is a basis for P,.

11. Suppose A is a 7 x 10 matrix.
(a) If RS(A) is a subspace of R*, what is k?
Answer: k = 10 because the row vectors are vectors in R'°.
(b) If CS(A) is a subspace of R*, what is k?
Answer: k = 7 because the column vectors are vectors in R”.
(c) If N(A) is a subspace of R*, what is k?

Answer: k = 10 because AZ is defined for vectors in R,
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(d) If rank(A) = 7, find nullity(A).

Answer: nullity(A) = 3 because rank(A) + nullity(A) = 10, the
total number of columns.

(e) If the homogeneous equation AZ = 0; has four free variables, what
is dim(RS(A))?

Answer: dim((RS(A)) = 6. The given means that nullity(A) =
4. Since rank(A) +nullity(A) = 10, this would make rank(A) = 6,
and the row space dimension is the same as the rank.

(f) If A is full rank, what is rank(A)? (Recall that full rank means
that the rank is the largest it can be.)

Answer: rank(A) = 7. The largest the rank can be is the smaller
of the number of rows and columns.

(g) If rank(A) = 4, find nullity(AT).

Answer: nullity(A?) = 3. Since rank(AT) = rank(A), we can
use the rank-nullity theorem. The n value for AT is 7.

(h) If rank(A”) = 6, what is dim(CS(A))?

Answer: dim(CS(A)) = 6 because rank(A) = rank(A”), and the
rank is the dimension of the column space.

12. Which of the following sets, S, are subspaces of R>*7 Explain your
answers.

(a) S =Span{(1,3,5,7,...),(2,4,6,8,...)}
Answer: Yes. Any span of any set of vectors is a subspace.
(b) S={d=(a1,as,as3,...) € R®|a,>0foralln=1,23,...}

(c) S ={d e R>|ddiverges} (Note: This question requires knowl-
edge of Calculus IT material.)

Answer: No, S is not a subspace of R*. It does not contain the
zero vector 0 = (0,0,0,...).

(d) S ={ae R | all entries of @ are either 0 or 1 or — 1}

(e) S={de R>*| dhas only finitely many non—zero entries}
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Answer: S is a subspace of R*. If we take any two vectors, a
and b in S, then each of these vectors contains only finitely many
non—zero entires. If we write these vectors out as

- <b17 b27b37 .. > )

then we know that there is some subscript M for which a, = 0
for all n > M and we know that there is some subscript N for
which b,, = 0 for all n > N. This means that a, + b, = 0 for all
n > max {M, N} and thus @+ b € S. In other words S is closed
under vector addition. It is also easy to see that S is closed under
scalar multiplication. Therefore S is a subspace of R>.

13. Let S be the set of all functions, f, in C' (R) that are equal to their
derivative. In other words,

S={feC (R) | =1}

(a) Which of the following functions, with domain R, are in the set

S?
i f(x)=x
ii. f(z)=2a?
i, f(z)=e€"
iv. f(x)=4e”
v. flx)=7
vi. f(z) =sin(z)
vil. f(z) =€*

(b) Is S a subspace of C' (R)? Explain.

14. Let T be the set of all functions, f, in C'(R) whose derivatives are
equal to the function z2. In other words,

S={feC' (R) | f'(z) =2 forall z € R}.

(a) Which of the following functions, with domain R, are in the set
S?
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i. f(x) =2 Answer: fisnotin S because f'(z) =1. (f'(z) #
z2)
ii. f(z)=22
iii. f(z)=2% Answer: f isnotin S.
iv. f(z)=2%-12
v. f(x)=3a®+27 Answer: fisin S.
vi. f(z) =32

(b) Is T a subspace of C' (R)? Explain.

Answer: T is not a subspace of C' (R). There are many reasons
that could be given. The simplest reason is that the zero vector of
C' (R) is the function z defined by z () = 0 for all z € R and T'
does not contain this function because 2’ (x) # z%. Any subspace,
S, of any vector space, V', must contain the zero vector of V.

15. Let K be the set of all functions, f, in C° ([—m,7]) that satisfy
/ f(z) dz = 0.

(a) Which of the following functions, with domain [—m, 7], are in the

set K7
i f(z)==
ii. f(z)=22
iii. f(z) =23
iv. f(x)=sin(2)
v. f(x)=cos(x)
vi. f(z) = zsin(x)

vii. f(x) =z cos(x)

(b) Is K a subspace of C° ([—,7])? Explain.

16. Let L be the set of all functions, f, in C° ([—n,«]) that satisfy

/_:f(m)dle.

Is L a subspace of C° ([, 7]|)? Explain.
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Answer: L is not a subspace of of C° ([—7,7]). The zero vector of
CY ([=m,7]) is the function z defined by z (z) = 0 for all z € [—, 7]
and this function is not in L because

/_:z(x) dr=0#1.

17. Consider the set of functions S = {1,¢e} in F (R). Show that this set
of functions is linearly independent and is thus a basis for Span (.5).
Determine [7 — 8¢%|.

Solution: We must show that the equation
c1(1)+ce”=0forallz € R
has only the trivial solution. Setting x = 0 and x = In (2) we obtain

Cl+02:0
Cl—|—202:0.

This system has only the trivial solution, so S = {1,e"} is linearly
independent. Since

then

18. Consider the set
V ={Z = (x1,29) | 1 € R and 23 € R}.

In other words, V = R?, but we are going to define one of the operations
on V differently than how we defined it for B? in Chapter 1. Thus V
and R? are equal as sets, but not as vector spaces.

We will define addition of elements of V' in the usual way: For any
elements ¥ and 3 in V' we define

T4y = (r1,22) + (Y1, %2) = (1 + Y1, 22+ y2) .
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However, we will define scalar multiplication in a different way: For
any element ¥ € V' and scalar ¢ € R we define

c@ = (0,0).

Explain why V' with the operations defined as we have defined them
above is not a vector space. This is a good exercise in understanding
Definition 4.6.1. (Which of the ten axioms of Definition 4.6.1 does V/
satisfy and which of the axioms does it not satisfy?)

A.5 Chapter 5 Exercises:

Exercise 5.1.3 Let f : D — R be defined by the formula

1. What is the largest possible subset of R that you can choose for the do-
main, D, such that this formula makes sense (meaning that the formula
produces a real number for all x € D)7

Answer: 1/x is defined for all real numbers  # 0, so the largest
possible set we can choose for the domain is D = (—o00,0) U (0, c0).

2. Draw the graph of f (either by hand or using technology).

4,

4|

Figure A.4: Graph of f(z) =1/x
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3. Using the domain, D, that you designated in part 1, what is Range (f)?
Answer: The range of f is Range (f) = (—00,0) U (0, 00).

4. Do you see that f maps D onto its range and that f is one-to—one?

5. Find the formula for f=1.

Answer: [~ (z) =1

Exercise 5.1.4

-3 1
=7 ]
Solution: The function T defined by T' (Z) = A7 maps R? into R?, so
the domain of T is R? and the codomain of T is R?. Since

o[ ][4 8]

we see that every row of of A contains a pivot which tells us that T'
maps R? onto R? and hence

Range (T) = Span {{—3,1) ,(1,-2)} = R*.
Since every column of A contains a pivot, then T is one-to—one. Since T’

is onto R? and one-to—one, then T is invertible. Also, T~ (7) = A™'%
were

The formula for 7! is

2 1 1 3
T ((x1,x9)) = <——951 — X, == X1 — —952> .



A.5. CHAPTER 5 EXERCISES: 519

Solution: The function T' defined by T (¥) = AZ maps R? into R?, so
the domain of T is R? and the codomain of T is R?. Since

A:[g _34]%[8 é]:rref(A),

we see that not every row of of A contains a pivot which tells us that
T does not map R? onto R?. We see that

Range (T") = Span {(3, —4)} .

Since not every column of A contains a pivot, then 7" is not one—to—one.
Since T is not onto R? and not one-to-one, then T is not invertible.

d.
3 0 1
A=|1 -4 1
4 —4 2

Solution: The function T' defined by T (¥) = A7 maps R? into R?, so
the domain of 7" is R® and the codomain of T" is R3. Since

30 1 10 1
A=|1 =4 1| > |0 1 —% | =r1ref(4),
4 —4 2 00 0

we see that not every row of of A contains a pivot which tells us that
T does not map R? onto R3. We see that

Range (T') = Span {(3,1,4),(0, —4, —4)}.

Since not every column of A contains a pivot, then 7" is not one—to—one.
Thus T is not invertible.

7.
-2 -4 4 0
A= 0 2 3 —4
2 =31 1

Solution: The function T defined by T (¥) = AZ maps R* into R3, so
the domain of T is R* and the codomain of T is R3. Since

-2 —4 4 0 100 —-&
A= 0 2 3 4| =10
2 -3 1 1 00 1 —2
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we see that every row of of A contains a pivot which tells us that T
maps R* onto R3. We see that

Range (T) = R®.

Since not every column of A contains a pivot, then 7T is not one—to—one.
Since T' is not one—to—one, then 7' is not invertible.

A=[4 2]

Solution: The function T defined by T (¥) = AZ maps R? into R, so
the domain of T is R? and the codomain of T" is R'. Since
A=[4 2] =[1 §]=rref(4),

we see that every row of of A contains a pivot which tells us that T'
maps R? onto R!. We see that

Range (T) = R'.

Since not every column of A contains a pivot, then T is not one—to—one.
Since T' is not one-to—one, then 7' is not invertible.

Exercise 5.1.6 Suppose that A is an m x n matrix and suppose that T :
R™ — R™ is the function defined by T'(¥) = AZ. Explain why if m # n,
then 7' is not invertible.

Answer: If m > n, then it is not possible that every row of A contains
a pivot and thus it is not possible that 7" maps R™ onto R™ and thus it is
not possible that 7' is invertible. If m < n, then it is not possible that every
column of A contains a pivot and thus it is not possible that T" is one-to—one
and thus it is not possible that 7' is invertible. In conclusion, it is not possible
for T to be invertible unless m = n.

Exercise 5.2.2 Determine whether or not each of the following expressions
defines a linear transformation 7" : R™ — R™ (for appropriate m and n).

1. T (<LE1, $2>) = <—4.§L’1 — 4%2, —5131 + 35(72>

Answer: This is a linear transformation.
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3. T ({x1,x9)) = (21,629, —327)

Answer: This is a linear transformation.

5. T (w1, 22,25)) = (/o7 + 43+ 3,0)

Answer: This is a not a linear transformation.

7. T ((x1,29)) = (0,0)

Answer: This is a linear transformation.

Exercise 5.2.4 Illustrate Theorem 5.2.3 for the linear transformations 7T :
R™ — R™ given in 1-5.

1. T ((l‘l, ZE2>) == <3£L’1 -+ 4[)’22, 41‘2>
Solution: First note that T': R?> — R?. The matrix for T is

-[24)

A:{g j]%[é H:rref(A),

Since

we see that

We also see that

dim (Range (7)) + dim (ker (7)) =2+ 0 = 2.

3. T ((1‘1,332,.’13'3)) = <331 + X9 + T3, Tq —+ X9 + xr3, L1 + X9 + 1‘3>
Solution: First note that T : R* — R3. The matrix for T is

1 11
A=1]1 11
1 11
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Since
1 11 1 11
A=|1 1 1|—=1]100 0| =rref(4),
1 11 000
we see that
Range (T') = Span {(1,1,1)}
ker (7') = Span {(—1,1,0),(—1,0,1)}.
We have

dim (Range (7)) + dim (ker (7)) =1+ 2 = 3.

5. T (<$1, T, l’3>) = <0, 0, 0, O, 0>
Solution: First note that T : R® — R®. The matrix for T is

s

I
coocoo
coococo
coococo

Since

= rref (A),

s

I
cocoocoo
coococo
coocoo
coocoo
coocoo
coocoo

we see that

Range (T") = Span {65}
ker (T) = R®.

We have

dim (Range (7)) + dim (ker (7)) = 0+ 3 = 3.
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Exercise 5.2.6 Suppose that 7' : R* — R® is a linear transformation.
Explain why it is not possible that Range (T') = R®.

Explanation: If Range (T)) = R°, then dim (Range (7)) = 5. However,
by the Fundamental Theorem of Linear Algebra, we must have dim (Range (T))+
dim (ker (7)) = 4. This would not be possible if dim (Range (T")) = 5.

Exercise 5.2.8 Suppose that Z : R* — R* is the zero transformation,
which is defined by Z (&) = 0, for all # € R*. What are the dimensions of
Range (Z) and ker (Z)?

Answer: dim (Range (7)) = 0 and dim (ker (2)) = 4.

Exercise 5.3.1

1. We have T7'(0,—3) = (3,0). A picture of the input vector and output
vector is shown below.

X2

7(0,-3)=(3,0)

X1
-4 -2 2 4

©,-3)

Exercise 5.3.3 For the vector Z = (1, —1), we have
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T(2,-2y=(2,2)
2
1
X1
-3 2 -1 1 2 3
-1
-2 2, -2)
-3
Exercise 5.3.5
x2
T =(-3,5) 4
2
T(3)=(-3, 0) T(3) = (4, 0) .
3 2 1 1 2 3 4
-2 T =(4, -4)
-4

Figure A.5: T ((x1, 22)) = (x1,0)

Exercise 5.3.7 For the linear transformation 7' ((z1, 22)) = (z1,0) we have

T({1,0)) = (1,0)
T({0,1)) = (0,0)
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so the standard matrix for T is
1 0
A { - } |

A already has reduced echelon form and we see that

Range (T") = Span ({1, 0))
ker (T) =S

T does not map R? onto R? and T is not one-to—one. Thus 7" is not invertible.

Exercise 5.3.10 For the linear transformation 7' (Z) = 2% we have

T((1,0)) =2(1,0) = (2,0
T((0,1)) = 2(0,1) = (0,2
and thus the matrix for T is
2 0
=[5 2]
Since
20 10
A:{O 2}%{0 1}:rref(A),
we see that

Range (T') = Span {(2,0), (0,2)} = R?
ker (T) = {62}.

T maps R? onto R? and is one-to-one, so T is invertible. The matrix for
T 'is
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Exercise 5.3.11 This transformation is 7' (¥) = —4%.

Exercise 5.3.14 Concerning the reflection transformation T' ((z1, x2)) = (2, z1),
the matrix for this transformation is

R

A:H H%[é H:rref(A),

Since

then
Range (T) = R?
ker (T) = {62}

T maps R? onto R? and is one-to—one, so it is invertible. 7-! has matrix

L o1
e[

so T ((x1,12)) = (x2, 7). Note that T-' = T. This makes sense because
to “undo” reflection through the line x5 = x;, we repeat the same action
(reflect again).

Exercise 5.3.18 The shearing transformation 7' ((z1, z3)) = (1 + 22, 22) has

matrix
|
Since
A—{(l) }1%{(1) (l)]—rref(A),
then
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T maps R? onto R? and is one-to-one. Therefore T is invertible. The matrix
for 771 is
L1 -1
=1 7

and thus the formula for 771 is T~ ((z1, 22)) = (z1 — 12, T2).
Note that

dim (Range (7)) + dim (ker (7)) =2+ 0 = 2.

Exercise 5.3.20 Based on our knowledge of the unit circle, we see that

T ((1.0) = <%§§>

so the matrix for Rzgpo is

A30o p— [

The matrix for Ry = R_300 is

N DN
=l

ol
N[ w
[N

[Sore
| I |

(A300)_1 == A—3O° = [

Exercise 5.3.22 The matrix for Ay is

a= [l o]

The matrix for (Ag) ™" = A_g is

<Ae>-1:,49:{ cos () smw)}_

—sin (0) cos (6)
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We see that
1, [ cos(8) sin(6) cos (f) —sin ()
Ay Ao = | —sin(f) cos (0) } [ sin (0)  cos ()
_ [ cos? (6) + sin® (0) — cos (0) sin (0) + sin (0) cos ()
| —sin (0) cos (€) + cos (#) sin (0) cos? (0) + sin® (0)
_[1o0 ]
01

= [s.

Exercise 5.3.24 If & = (x1,x5) is any vector in R? and 6 is any angle then

T Ry (T) = (w1, x9) - (cos (0) x1 — sin (0) 2, sin (0) x1 + cos (0) x2)

= x1 (cos (0) z1 — sin () x) + x4 (sin (6) x4 + cos (0) x2)
= cos (0) 27 — sin (0) 125 + sin (0) 125 + cos (0) 25
= (27 + 23) cos (0)

= HfH2 cos (0) .

If Z # 0, and @ is an acute angle, then ||Z||> > 0 and cos (4) > 0 and hence
x- Ry (f) > 0.

If # # 0, and 6 is an obtuse angle, then ||Z||*> > 0 and cos (6) < 0 and
hence 7 - Ry (%) < 0.

If Z # 0y and § = 90°, then ||Z]|* > 0 and cos () = 0 and hence 7- Ry () =
0.

If Z = 0y, then ||Z]|* = 0 and hence # - Ry (%) = 0.

Exercise 5.4.1 Here are the solutions for numbers 1 and 3.

1) The line L that contains the points P = (3,1) and @ = (2,—4) has
slope
—4-1

)
2-3

m =

so L has equation
1’2—1:5(1’1—3)

which can be written as
T = 51’1 — 14.
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3) The line L that contains the points P = (3,5) and @ = (—12,5) has
slope
5—5

= -3 Y

m

so L has equation
1'2—5:0(1'1—3)

which can be written as

1'2:5.

Exercise 5.4.3 The points on L all have the form (z, 2z, + 1).

When we apply T' to such a point, then we get the point (—2x; — 1, z1).
Thus, for the point that we get, the first coordinate is —2 times the second
coordinate minus 1. This means that this point lies on the line

T(L):x;=—2x5—1

which can be written as

1 1

Another way to think about this problem is to write the equation for L
in vector parametric form. Since L has slope 2, then a direction vector for
Lisd= (1,2). In addition, L contains the point P = (1,3). Hence a vector
equation for L is

L:%=(1,3)+t(1,2).
Thus, for any point on L, we have
T(Z)=T((1,3)) +tT((1,2)) = (—3,1) +t (—=2,1).
Hence T'(L) is the line that contains the point (—3,1) and has direction

vector (—2,1). (This means that L has slope —1/2.) This agrees with the
equation we wrote for 7' (L) in (A.5).
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X2

X1

Figure A.6: L and T'(L) for Exercise 5.4.3

Exercise 5.4.5 This linear transformation maps all lines to lines. Its kernel
is {62}

Exercise 5.4.7

1)

X1

Figure A.7: Sheared E is in Red

Example 5.5.1
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For the linear transformations

S (w1, ke, x3)) = (2w + 2,221 + T2 + T3)
T ((x1,x9)) = (—x1, 311 — T9, —271 + 3x2) :

1. SoT is a linear transformation from R? to R2.

2. The standard matrices for S and T are

210
AS:|:2 1 1} andAT: 3 -1

3. The standard matrix for S o T is

~1 0
210 1 -1
e ER R A N R

4. The formula for SoT is
(S e} T) <<I1,$2>) = <l‘1 — X9, —I + 2ZEQ> .

Exercise 5.5.3In Section 5.3.6, we studied the rotation transformations Ry.
Let Ruse : R? — R? be the linear transformation that rotates vectors in R?
counterclockwise through angle 45°.

1. What does the linear transformation Rsse o R4s0 do to vectors in R??
Explain in words and fill in the blank below

Answer: Ry5 o Ry50 rotates a vector by 45° and then rotates by 45°
again. Hence Ry50 o Ry50 rotates vectors by 90°.

Rys0 0 Ryse = Roge.

2. ShOW that A45o A45o = Agoo.

V22 V22
2 2 2 2
0 -1

23
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3. Without doing any computations, what do you guess that we get when
we multiply the matrix Ays0 by itself eight times? In other words, what
do you guess is (A45o)8. After guessing, compute (A45o)8 to see if your
guess is correct.

Answer: Composing R4s. with itself eight times performs eight succes-
sive 45° counterclockwise rotations. This is the same as a 360° rotation,
which is the same as doing nothing. Thus we guess that (A45o)8 =I.

Using a calculator, we obtain
8
_V2 1 0
8
wr=(1F 1) -1
Exercise 5.5.5

The matrix for Rsgpo is

= | ) o | [ Vi 2]

ofrfo

and the matrix for (Rgoo)_l = R_30p0 18

cos (—30°)  —sin (—30°) ] _ { V3/2 1/2 } '

Az = [ sin (—30°)  cos (—30°) ~1/2 V3/2

We observe that

Agge A_gp0 = { v3/2 _1/2] [\/3/2 1/2 ] = L.

1/2 V32 || -1/2 /3)2

Exercise 5.5.7
The matrix for Rggpo is

o= [ i) e ][ ]

The matrix for S is
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2 0
we[20].
In Example 5.5.3, we found that the matrix for P o S o Rgpo is

1 -3
v

1. Is P o Rggo 0 .S the same or different from P o S o Rggo?

The matrix for P is

ApAgAgpe = {

Answer: The matrix for P o Rggo 0 .5 is
(20 /2 —v3/21[1 0
e[ 2)[ 8] [2 2
RRR%
=15 1|
Hence P o Rgpo 0 S is different from P o S o Rggpo

2. Is S o Rgpo 0 P the same or different from P o .S o Rggo?
Answer: The matrix for S o Rgge 0 P is
(1 0 1/2 —/3/27[2 0
astte =0 )| il 16 )
I R V]
= -5 1 |

S0 S o Rggo o P the the same as P o S o Rgpe.

Exercise 5.5.9

1. Explain why any n x n matrix, A, is similar to itself.

Explanation: Since A = I;'AI,, then A is similar to A.

2. Explain why if A is similar to B, then B is similar to A.

Explanation: Suppose that A is similar to B. Then there exists an
invertible n X n matrix C' such that

A=C"'BC.
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This gives
CA=C (C”lBC)
which gives
CA=(CC™")(BC)=1,(BC)=BC.
We now have that BC' = C'A. This gives
(BCYC' = (cA) C!

and hence
B=CAC™!

or equivalently
B=(Cc)Act.
This shows that B is similar to A.

3. Explain why if A is similar to B and B is similar to C', then A is similar

to C.

Explanation: Suppose that A is similar to B and B is similar to C.
Then there exist invertible n x n matrices D and E such that

A=D"'BD and B= E'CE.

This gives
A=D"'BD
=D~ ( “'CE)D
= (D7'E) C(ED)
= (ED) ' C(ED),

which shows that A is similar to C.

Exercise 5.5.11 Suppose that T': R? — R? is a linear transformation that
is similar to the identity transformation E (¥) = Z. Then there exists an
invertible linear transformation P : R? — R? such that T = P~'o E o P.
However, the identity transformation does nothing to vectors in R2. This
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means that composing any transformation with the identity transformation
just gives the original transformation. Thus

T=P'oFEoP
=P'o (EoP)
—pPlopP
=F.
Exercise 5.6.1

Proof: Suppose that @ = (a;,a9,as,...) € R™ and that ¢ is a scalar.
Then

S (cd) = S (c{ay,ag,as,...))
= S ({cay, cag, cas, .. .))
= (cay, cas, cay, . . .)

= c(ag,as,ay,...)

= ¢S (a)

Exercise 5.6.4

Proof: Suppose that ¥ € W and suppose that ¢ is a scalar. Since T is
invertible then there is a unique vector 4 € V' such that T' () = & and hence
@ =T~ (Z). Since T is a linear transformation, then

c@ =l (u) =T (cu)

and thus
T (cZ) =cii = T (7).

This shows that the second requirement of Definition 5.6.1 is satisfied.
Exercise 5.6.6 Proof: We need to show that
ker (T) = {:z’e VT () = 6W}
is closed under addition and closed under scalar multiplication. (Note that
ker (T") is non—empty because 0y € ker (T).)

Let # and i be vectors in ker (T'). Then we know that T (#) = Oy and
T (y) = Oy . Since T is a linear transformation, we have

T (Z+ i) =T (&) + T (§) = 0w + O = Ow
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and thus 24y € ker (T"). We have shown that ker (7") is closed under addition.
Let # be a vector in V' and let ¢ be a scalar. Then we know that 7" (¥) =
Oy . Since T is a linear transformation, then
T (cZ) = ¢T (%) = (¢) Oy = Ow

and thus ¢z € ker (7). We have shown that ker (T") is closed under scalar
multiplication.

Exercise 5.6.8

Explanation: D : C'(R) — C°(R) is not invertible because for any
function g € C°(R), there are infinitely many functions f € C' (R) in such
that D (f) = g. For example,

D(5z+12) =5

and
D (5x — 37) = 5.

As another example
D (sin (z)) = cos ()
and
D (sin (z) + 14) = cos () .

Exercise 5.6.10
Answer: Since

S((al,a27a3, .. >) = <CL2,CL3,CL4, .. > s

then
52 (<a1, ag, as, . . >) =S (S ((CLl, az, as, . . >>)
=95 ((a’27 as, ayg, . . >)
= (as, aq, as, . . .)
and

S* ((ar, az, as, ...)) = S (S ({ar, a2, as, ...))
= S ({as, as,as,...))

= (ay, as, ag, . . .) .

Exercise 5.6.12
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a) [2+4 2z + 227, = (2,2,2)
c) [z];=1(0,1,0

e) [(1,-2,-2)]5" =1 — 2z — 222

Exercise 5.6.14
a)
[—3sin (x) 4+ 2 cos (x) + 3z sin (x) — 3z cos (z)]z = (—3,2,3, —3)

[—4 cos (x) + S sin (x) 4+ x cos () + 3sin (z)]; = (3, —4,5,1) .

e) [(0,0,1,0)]5" = sin (x)

Exercise 5.6.15 Note that

D(1)=0
D(xz)=1
D (:132) =2x
D (:133) = 322
Hence
[D (1)]8 = <07 07 Oa O>
[D (z)] = (1,0,0,0)
[D(%)] 5 = (0,2,0,0)
[D (2®)] ; = (0,0,3,0).
The matrix of D with respect to the basis B is
0100
00 20
As=1090 0 3
0000
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Since

rref (Ag) =

o O OO
o O O
o O = O
o= OO

we see that Range (Dg) has basis
{(1,0,0,0),(0,2,0,0),(0,0,3,0)}
and this translates, via the inverse coordinate transformation, to
{1, 2z, 327}
being a basis for Range (D). Hence
Range (D) = Span {1, 2, 3x2}

and dim (Range (D)) = 3. Since Span{l,2z,32z*} is the same thing as
Span {1, x, z?}, we could also say that

Range (D) = Span {1,3:,3:2} = D.

The row reduction we have done also shows that every vector in ker (Dg)
must have the form (¢,0,0,0), where ¢ can be any scalar, and this means
that

ker (Dg) = Span {(1,0,0,0)}.

This translates, via the inverse coordinate transformation, to
ker (D) = Span {1}.
We see that the Fundamental Theorem of Linear Algebra is satisfied:
dim (Range (D)) + dim (ker (D)) =3+ 1 =4 = dim (P3) .

Now observe that

A3 =

o O O O
o O O =
S O N O
S w oo
o O O O
o O OO
S OO NN
o O oy O
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3

0100 000 6
|00 20 o000
5= 11000 3 “10000

0000 0000

010 07\" 0000
|00 20 o000
B= 11000 3 “1oo0o0 0]

0000 0000

which makes sense because for any function f € Py we have D* (f) = 2.

Exercise 5.6.17
Solution: First we compute

D(1)=0
D (e”sin (z)) = e sin (z) + € cos (x)
D (e cos (z)) = —€”sin (z) + € cos ()

from which we see that
[D (1)l = (0,0,0)
[D (e”sin (z))]5 = (0,1,1)
Dls=1(0,-1,1).

The matrix of D with respect to B is thus

[D (e® cos (x

00 0
Ag=10 1 —1
01 1

This means that the matrix of the fifth derivative transformation, D°, with
respect to B is
5

00 0 0 0 0
Af = 01 —1 =10 —4 4
01 1 0 —4 —4

The coordinate vector of the function f(x) =5 — e”sin (x) with respect to
the ordered basis B is

[flg=1[6—e€"sin(z)]z = (5,—1,0).
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Since
0 0 O
Aplfls=10 —4 4 |(5,-1,0)=1(0,4,4)
0 -4 —4
then

D? (5 — e®sin (z)) = 4€” sin (z) + 4¢e® cos () .

Exercise 5.6.20 Solution: The matrix we found in Exercise 5.6.17 is

00 0
Ag=101 -1
01 1

If we are asked to evaluate the indefinite integral

/ex sin (z) dx,

then what we are being asked is to find all functions F' such that D (F) =
e”sin (x). Since the coordinate vector of f (z) = e”sin (z) with respect to
the ordered basis

B ={1,¢e"sin(x),e" cos (x)}
is

[f]B - [em sin (x)]B = <07 1’ 0> )
then we need to solve the equation Ag[F]; = [f]z for F. If we let the
unknown [F|,; = (c1, ¢a, c3), then the equation we want to solve is

00 O
01 -1 <61,CQ,03> = <O, 1,0> .
01 1

We form the augmented matrix for this equation and row reduce to obtain

00 010 010 3
01 -1|1|—=|001|—3
01 1|0 000] 0

This tells us that the solutions of Ag [F],; = [f], are

Flo=(t.3.-3)
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where ¢ can be any scalar. Hence the solutions of D (F') = e”sin (x) are

1 1
t(1) + 56”” sin (z) — 56”” cos ()

where t can be any scalar. If we write C' instead of ¢, we have

1 1
/ew sin (z) dx = 56’” sin () — 56’” cos (x) + C.

Chapter 5 Additional Exercises
1. The identity transformation F : R? — R? is defined by

E(f) =7

(a) Show that E satisfies both of the requirements of Definition 5.2.1
and is thus a linear transformation.

Answer: Let Z and 4 be any two vectors in R? and let ¢ be any
scalar. Then

E(@+y)=2+y=E () +E({Y)
and
E (cZ) =¥ = cE (X).

This shows that E satisfies both requirements of Definition 5.2.1
and is thus a linear transformation.

(b) Suppose that L is any line in R?. To what line does the identity
transformation map L? In other words, what is E(L)?

Answer: Since F does not do anything to vectors in R?, then
E (L) = L for any line L.

2. The zero transformation Z : R? — R? is defined by
Z (%) = 0,.

Let us show that the zero transformation defined by Z (Z) = 0, for
T € R? is a linear transformation.
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Let # and 4 be any two vectors in R? and let ¢ be any scalar. Then
Z(@F+9) =0y =0s+ 0y, = Z (%) + Z(¥)
and
Z (cX) = 0y = 0y = cZ (),
S0 Z is a linear transformation.

Z maps every point in R? to the zero vector. Thus if L is any line in
R?, then the entire line L gets mapped to 0,. Basically what Z does is
to “squash” all of R? onto a single point.

4. For the following linear transformations 7' : R" — R™, determine the
range of 7" and the kernel of 7. Also determine whether or not 7' is
invertible. If T is invertible, then find the formula for 71.

a. T: R* — R? defined by T ((z1,72)) = (—4x) + 239, —4x, — 613)
Solution: The matrix of T" and its rref are

A:{:i _26]—{(1] H:rref(/x).

Since the pivot columns of A are a basis for Range (7), then
{(—4,—4),(2,—6)} is a basis for Range (7) and

Range (T) = Span {(—4, —4) , (2, —6)} = R”.

To find ker (T), we solve A% = 0, using the augmented matrix

-4 2 10 N 1 00

-4 —61] 0 0 110"
By the above row reduction, we see that the only solution of AZ =
02 is®@ = 02. Thus

ker (T') = {62} .
Since T maps R? onto R? (because every row of A contains a

pivot) and 7' is one-to—one (because every column of A contains
a pivot), then T is invertible. The matrix for 77! is
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Thus T7! (£) = A7'7 for all # in R% The formula for 7! is

3 1 1 1
T_l (<$1,I2>) = <—El‘1 — 1_6372, gﬂfl — §£E2> .

b. T : R* — R? defined by T ((x1,12)) = (—4xy + 215, —411 + 215)
Solution: The matrix of T" and its rref are

A:[j ;] N [(1) _()%]:rref(A).

Since the pivot columns of A are a basis for Range (T'), then
{(—4,—4)} is a basis for Range (7') and

Range (T') = Span{(—4,—4)}.

To find ker (T'), we solve AZ = 0, using the augmented matrix
-4 2 | 0) [l =30
-4 —61] 0 0 O 01"

By the above row reduction, we see that the solutions of AZ = 0,
are

1
l’lz—t
iL'QZt.

Thus the solutions are

and we see that

er1) - s (3.1}

Since T does not map R? onto R? (because not every row of A
contains a pivot) and T is not one-to—one (because not every
column of A contains a pivot), then 7" is not invertible.
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d. T : R® — R? defined by T ({x1, z2, T3, T4, T5)) = (51 — 39 — 373 — STy — 275, T3)
Solution: The matrix of T" and its rref are

5 -3 -3 -5 —2} [1-%0—1 —2
- 1

A=19 0 1 0 o0 0 0

= rref (A).

Since the pivot columns of A are a basis for Range (7'), then
{(5,0), (=3, 1)}
is a basis for Range (T') and
Range (T) = Span {(5,0),(—3,1)} = R*.
To find ker (T), we solve AZ = 0, using the augmented matrix
)
NE

By the above row reduction, we see that the solutions of A7 = 0,

5 -3 —3 —5 -2 0 1 -2 0 -1 -2
_)
00 1 0 010 00 1 0 0

are
x1:§r+t+gs
) )

To =T

3 =0

Ty =1

Ty =S

which we can write in the vector form

S 3 2
x:r<g,1,0,0,0>+t(1,0,0,1,0>+8<5,O,0,0,1>.

Thus

2
ker (T) = Span {<§ 1,o,o,o> ,(1,0,0,1,0), <5,0,0,0, 1>} .

T maps R®> onto R? (because every row of A contains a pivot).
T is not one—-to—one (because not every column of A contains a
pivot). Since T is not one-to-one, then 7" is not invertible.
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5. Find the linear transformation that reflects vectors in R? through the
1 axis. To do this

(a) Determine 7" ((1,0)) and 7" ((0, 1)).
Answer:
T((1,0)) = (1,0)
(b) Use what you found in part a to write down the matrix A such
that T (Z) = AZ for all # € R%
Answer: The matrix for 7" is

1o 4]

(c) Write the formula for 7" in the form T' ((z1,22)) = (.-, ).
Answer: The formula for T is T ({(x1, x2)) = (z1, —x2).

7. Solution: Referring to Figure 5.26, the transformation that rotates
the line L by 6 clockwise R_y, which has matrix

A | cos (0) sin(0)
| —sin(f) cos(6) |-
R_g rotates L onto the x; axis.

The transformation, S, that reflects vectors through the x; axis has
matrix
1 0
Ag = [ Lo ] .

The transformation, Ry, that rotates the line x; axis by 6 counterclock-
wise has matrix

a= [l o)

The desired reflection (reflecting vectors through the line L) is achieved
by the composition T' = Ry o S o R_y which has matrix

br = aosay = [ R0 I [0 0 T o) i)
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First note that

st | PO B Py

and thus

cosf sinf cos(f) sin (6
Ar = | sinf —cos? } { —sin((z) COS EH; } (A-6)
[ cos? () —sin®(0)  2cos (6)sin (6) ]
| 2cos(0)sin(f)  sin®(0) — cos® (6)
[ cos(20) sin(20)
) (26) ] '

| sin (20) —cos

8. Use the general result that you found in Exercise 7 to find the linear
transformation 7' : R? — R? that reflects vectors through the following
lines L:

(a) L is the line that makes an angle of 60° with the positive z; axis.

Solution: Using the matrix (A.6) from Exercise 7, we see that
the transformation that reflects vectors through the line, L, that
makes an angle of 60° with the positive z; axis is

A — | cos(2(60))  sin (2(60°)) }:{—1/2 \/5/2}
r sin (2(60°))  — cos (2(60°)) Vv3/2 172 |

(b) L is the line z5 = 2.
Solution: The line L : xy = 2z, is pictured in Figure A.8.
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L:ixg=2xq

Figure A.8: L : zy = 214

The angle that this line makes with the positive x; axis is § where
2
tan (9) = I

Thus
0 = arctan (2) .

We also see from the picture that
sin (0) =

cos (0) =

BT

This gives
sin (20) = 2sin () cos (0)

G0

(G2 TG V)
ot
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and

cos (26) = cos® (0) — sin® ()

The matrix for T is thus

e[t ][

[SA[SC YN
| |

4
5
The formula for 7T is

3 4 4 3
T(<$17$2>) = <—g$1 + gﬁz, 5!101 + g$2> .

As a way to check that this formula is correct, what if we take a
point (z1,2z;) that is actually on the line L? For this point, the
formula gives us

= (21, T2)

which makes sense because a point that is already on L stays
where it is when T acts on it.

10. Solution: We want to show that the matrices

a=[35] wam= [T S

are similar to each other. To do this we need to find an by finding an
invertible 2 x 2 matrix C such that CA = BC'. To do this, we will let

o[z
T3 T4
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be an unknown matrix and solve the equation CA = BC'. This equation

Ty T2 3 0 i 7/2 —]./2 Ty T2
T3 T4 1 3 - 1/2 5/2 T3 T4 '
Matrix multiplication on the left had side of the above equation gives
1 T2 3 0 . 3(131 + X9 3372
T3 T4 1 3 - 31’3 + Ty 31’4
and matrix multiplication on the right hand side of the above equation
gives

|:7/2 —1/2:||:£C1 £C2:|:|:%l'1—%l'3 %.CL'Q—%Z'4:|

1/2 5/2 T3 T4 ST+ 2w Sxa+ Say
Thus we need to solve

7 1 7 1

3x1+ 22 319 5T1— 5%3 5T2 — 574

3 3 -] 1 2 1 2 :
T3+ x4 3T4 501+ 503 %2+ 524

We have a system of four equations with four unknowns:

1
31 + 29 = 11 — =T
1 2= 5T T 5T
7 1
3T9 = =Ty — =T
2= 5T2 = 574
33 + +5
T3+ x4 = =21+ -2
3T T4 = 5T+ T
3Ty = =Ty + =
175 2+2 4
which we can write as the homogeneous system
—%.731 + Zo + %xS =0
_%IQ + %sz =0
—%% + %203 + xy = 0
—%LEQ + %5134 =0

The augmented matrix for this system and its rref are

-5 1 3 0/0 10 -1 -2[0
0 —3 02110 01 0 —1/0
1 1 -

-1 0 2110 00 0 010
0 -3 0120 00 0 00
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We see that the system has infinitely many solutions which are given

by
r1=t+2s
To = S
Igzt
T4 = S.

Thus the matrix we are looking for has the form

C:{t—i-Qs 8:|‘
t S

We need to be sure to choose ¢t and s so that C is invertible. Let us
choose t = 0 and s=1. Then we get

2 1
=[5 1]
and we see that C is invertible with

- |

O N=

—_
N | —

[

We now check that CA = BC":
2 1130 7 3
ca=|o 1)1 5]=11 3]

so=[ 15 S [0 1] =11 5]

so it works! We have shown that the matrices A and B are similar to
each other.

11. Answer: In order to answer this question, we need to use some facts
from calculus. These facts are:

(a) If the sequence @ converges and has limit Lz and the sequence b
converges and has limit L;, then the sequence @+ b also converges
and has limit Lz + Lj.
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(b) If the sequence @ converges and has limit Lz and c is any scalar,
then the sequence ca converges and has limit cLz

The above two facts are what is needed to conclude that C' is a
subspace of R™.

Now we will show that T": C' — R defined by 7' (@) = Lz is a linear
transformation.

Let @ and b be in C. Then
T(JH?) :LM:L(;JFLZ;:T(J)JFT(B),

which shows that the first requirement of Definition 5.6.1 is satisfied.

Let @ be in C and let ¢ be a scalar. then
T (cd) = Leg =cLg =T (@),

which shows that the second requirement of Definition 5.6.1 is satisfied.
Therefore T is a linear transformation.

If we are given any real number, r, then we can easily come up with an
infinite sequence whose limit is 7. In fact that sequence @ = (r,r,r,...)
has limit . This shows that Range (7)) = R and that 7" maps C onto
R.

ker (T') is the set of all @ € C for which T (@) = 0. In other words,
ker (T) is the set of all convergent infinite sequences that have 0 as their
limit. It is certainly not true that 7' is one-to—one, because given any
real number r, we can find infinitely many different sequences whose
limit is r. For example, if

a=(0,0,0,...) (all components are 0)

and

S
I
S
—_

, =, =, > (nth component is 1/n),

11
2°3"
then T (a) ( ) = 0. Clearly T is not invertible.

13. Solution: Since

D (sin (x)) = cos (x)
D (cos (x)) = —sin(x),
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then

[D (sin (z))] = (0,1)
[D (cos (x))] = (—1,0).

This tells us that the matrix of D with respect to the ordered basis
B = {sin (z),cos (z)} is

We obtain

, 0 1
= 50]
At=1,
The coordinate vector of f () = sin(z) with respect to B is (1,0).
Since
A= ° _01}<1,0>=<0,1>
A% (1,0) = _01 _01 } (1,0) = (—1,0)
A% (1,0) = _ _01 H (1,0) = (0, —1)
AY(1,0) = I (1,0) = (1,0),
then
D (sin (x)) = [(0,1)] " = cos (z)
D? (sin (z)) = [(—1,0)] " = —sin (z)
D3 (sin (z)) = [(0, —=1)] " = — cos (z)
D* (sin (z)) = [(1,0)] " = sin (z)
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A.6 Chapter 6 Exercises:
; . 5 —1
Exercise 6.0.1 For the matrix A = [ 3 1 ] ’

1. Evaluate AZ where ¥ = (1,1).
Answer:
AZ = (Rowy(A) - ¥, Rowa(A) - &) = (4,4).

2. Show that if ¥ is any vector in Span{(1,1)}, then A¥ = 4%.
Answer: We saw above that A(1,1) = (4,4) = 4(1,1). If ¥ is any
vector in Span{(1, 1)}, then ¥ = ¢(1, 1) for some scalar c¢. By properties
of the matrix-vector product,

AT = A(c(1,1)) = cA(1, 1) = ¢(4(1, 1)) = 4(c(1, 1)) = 47.

3. Identify the matrix A —415, and show that this matrix is not invertible.

Answer:
5 —1 4 0 1 -1
A“HZ—{?, 1}_[0 4]_[3 —3}
1

Note that rref(A —415) = [ 0

not invertible.

-1 # Iy which shows that A — 415 is
0

Exercise 6.0.2 Consider the matrix A = [ ;l _I } .
1. 1 Find a nonzero vector v = (vy, v9) such that Av = 64.
Answer: This can be set up as a system of equations.

4’01 + 7’112 = 6’01

AT = (4vy + Tvg, 2u1 — v2) = (6v1, 6vg), 20, — vy = 6uy

Moving the v; and vy to the left side, we get a conventional looking
system that happens to be homogeneous.

—21}1 + 7U2 =0
21)1 — 7U2 = 0

This can be solved using a matrix with row reduction (note that the
matrix is not the same as A). Solutions will be v = t<%, 1>, for any
real t. Taking any nonzero value for ¢ will give a correct solution.
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2. Confirm that A7 = 6% for every vector in Span{v}, where ¥ is the
vector you found in part 1. above.
Answer: We can use any example for ¥ found above. A nice choice is
to take ¢ = 2 to avoid fractions. This gives ¥ = (7,2). We can do the
product Av.

AT = (A7) +7(2),2(7) + (—1)(2)) = (42,12) = 6(7,2) = 60.
Now, let & = cv. Then
AZ = A(c¥) = cAU = ¢(6V) = 6(cv) = 67.

3. 3 Compute the matrix A — (—3)/s.
Answer:

4 7 -3 0 T T
A_<_3)12:l2 —1}‘[ 03}:{2 2}'
4. 4 Find a basis for N (A— (—3)1I5), i.e., the null space of the matrix that

you computed in part 3. above.
Answer: We can row reduce [A — (—3)15|0,].

T T[0] me [11]0
2 210 0 00 |-
So if (A — (=3)15)Z = 0q, then x; = —z5 with x5 free. Such a vector
r=t(-1,1), te€R.

So we can take as a basis {(—1,1)}.

5. Show that if Z is in N (A — (=3)1[5), then A7 = —3Z. (Hint: start by
taking & to be the basis element you found in part 4. above.)
Answer: Taking the hint, let’s note that

A(—1,1) = (4(=1) + 7(1),2(=1) + (=1)(1)) = (3, =3) = =3(—1,1).

So if ¥ is any vector in N(A — (=3)I3) = Span{(—1,1)}, then ¥ =
c¢(—1,1) for some scalar ¢, and

AZ = Ac(—1,1) = cA(—1,1) = c¢(—3(—1,1)) = =3(c(—1,1)) = —37.
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Exercise 6.0.3 Diagonal matrices are particularly easy to work with.
a 0 0

Consider the 3 x 3 diagonal matrix A= | 0 b 0 | with a, b, and ¢ some
0 0 c

real numbers. Show that there are three vectors, say 7, Uo, and v3, such that

A’Ul = CLUl, Aﬁz = bl_fg, and A173 = 6173.

Answer: We might just recall that Ae; = Col;(A), and use v = €, U = €,
and U3 = é3. It is easy to confirm that

Agl = (1,51, Agg = bgz, and Agg = ng.

Exercise 6.1.1 Evaluate the determinant of each of the matrices

o 4
L= | 6 10 |
Answer: det(A) =2(10) — (—4)(6) = 44
0 11
2. B= 1 0

Answer: det(B) = 0(0) — (=1)(1) =1

3. C= C(.)89 —sin where 6 is a real number.
sin 8 cos

Answer: det(C') = cos (cos ) — (— sin6) sinf = cos? 0 + sin?f = 1

Exercise 6.1.2

, det(2A4) = 4 det(A).

QU o

1. Show that for A = [

4bc = 4(ad — be) = 4det(A

, det(3A) = 9det(A).

QU o

Answer: det(2A4) = det ({ CCL }) = 2a(2d) — 2b(2c) = 4dad —
2. Show that for A = ]

3a 3b

Answer: det(3A) = det ({ 3 3d

9bc = 9(ad — be) = 9det(A

)-
D = 3a(3d) — 3b(3¢) = 9ad —
)-
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3. Can you make a conjecture about the relationship between det(kA)
and det(A) for a 2 x 2 matrix A and a scalar k?
Answer: The value of det(kA) should be k? times the value det(A).
This is clear given that

det(kA) = ka(kd) — kb(kc) = k*(ad — bc) = k* det(A).

Exercise 6.1.3 Let A = [ Z 2 } , and suppose det(A) # 0. Show that

AT = detl(A) { —Ccl _2 ] :

Answer: We can form the product and show that the result is I5. Note that

—C a

1 d —b a b 1 [ ad—bc bd—bd
det(A) [ ] { c d ] det(A) | —ca+ac —cb+ad }
_ L [ det(A) 0

det(A) | 0 det(A) }

Exercise 6.1.4 Evaluate the determinant of each 3 x 3 matrix.

1 2 -1
1. A= 4 3 0
-2 1 5
Answer: det(A) = —35
[ -3 4 3]
2. A= 3 —4 =3
2 1 0
Answer: det(A) =0
[ -5 —1 1]
3. A= 2 1 1
3 1 -1

Answer: det(A) =4
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@11 Q12 Q13
Exercise 6.1.5 Suppose A = 0 age ags | . Show that det(A) =
0 0 ass
(11022033.
Answer: We can use Definition 6.1.2. Note that

as a
Ay = [ 2(2) 23 } , so  det(Ay1) = agazs — 0 = agass.
ass

0 ags
0 ass

App = [ ] . so det(A) = 0(ags) — 0(ass) = 0.

0 929

AB:[O 0]7 so det(Ay) = 0(0) — 0(az) = 0.

So.
det(A) = a1 det(AH) — a12 det(Alg) + a3 det(A13)
= aj1(anass) — a12(0) + ay3(0)
= 011022033
1 2 -1
Exercise 6.1.6 Find the determinant of the matrix A = | 3 4 0
2 =2 3

by computing a cofactor expansion
1. across the second row, Answer: det(A) =8
2. down the first column, Answer: det(A) =8
3. across the third row. Answer: det(A) =8

Exercise 6.1.7 Find the determinant of each matrix using a cofactor
expansion that minimizes the computations.

10 -1 2
20 4 -3

1. A= 02 5 9 Answer: The second column only has one
10 -1 0

nonzero entry, so cofactor expansion down this second column requires
the least amout of computation. det(A) = 24
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3 =4 0

2. B=|0 —6 0 Answer: If the third column is used for the co-
1 10

factor expansion, it isn’t necessary to compute any cofactors. det(B) =

0

Exercise 6.1.8 Suppose A is an n x n matrix, and A has a row or a
column vector of all zeros. Explain why det(A) = 0.
Answer: If we choose the row or column of zeros for the cofactor expansion,
then each factor a;; will be zero.

Exercise 6.1.9 Confirm each of the three statements in Property 6.4 for
a2 x 2 matrix A = | ¢ b}.
c d
Answer: Here is an example of a row replacement. The other two properties
can be examined in a similar manner. Let’s obtain a new matrix B by
performing the operation kR; + Ry — Rs. Then

a b
b= [kaJrc k:b+d]
making

det(B) = a(kb+ d) — (ka + ¢)b = akb + ad — kab — bc = ad — be = det(A).

Exercise 6.1.10 Suppose A is a 4 X 4 matrix that is row equivalent to
the matrix

3 -1 0 2
0o 4 -2 1
B = 0 0 -1 1
0 0 0 =2

If the following row operations were performed on A to produce B, determine
det(A).

e 2R+ Ry — Ry

o Rg g R4

o 3R2 + Rg — Rg
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° —R2+R4—>R4

Answer: There are three row replacements that do not change the determi-
nant. The row swap (R3 <+ R4) will introduce a factor of —1 and the scaling
(:R3 — Rs) will introduce a factor of 1. So

det(B) = (—1) (%) det(A)., hence det(A) = —2det(B).

Since B is triangular, its determinant is just the product of the diagonal
entries. So

det(A) = —2det(B) = —2(3)(4)(—1)(~2) = —48.

Exercise 6.1.11 If A is an n xn matrix, explain why det(kA) = k™ det(A)
for scalar k.
Answer: The matrix kA is obtained by multiplying every row by k. With
n rows, this is equivalent to performing the scaling kR; — R; n times, and
each one gives a factor of k. So

det(kA) =k - k- kdet(A) = k" det(A).

n factors

Exercise 6.1.12 For each pair of matrices A and B, evaluate the products
AB and BA. Compute the determinants det(A), det(B), det(AB), and
det(BA) and confirm that det(AB) = det(A) det(B) = det(BA).

1 2 31
1.A—{_43}and3—{ ]

-1 9
Answer: Note that AB = [ 6 11 } and BA = [ 18 19 }

det(A) =1(3) — (—4)(2) = 11, det(B) =3(5) —2(1) = 13,
det(AB) = 7(11) — (—6)(11) = 143,
and  det(BA) = —1(~19) — (—18)(9) = 143.
Sure enough, det(A) det(B) = 11(13) = 143 = det(AB) = det(BA).
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1 -1 2 6 0 —1
22.A=10 3 1| andB= 2 2 2 |. Answer:
2 -2 4 -1 0 3
2 =2 3 4 —4 8
AB=1|5 6 9|, and BA=|6 0 14
4 —4 6 5 =5 10

det(A) =0, det(B)=234, det(AB)=0, det(BA)=0.
Again, det(A)det(B) = (0)(34) = 0 = det(AB) = det(BA).

Exercise 6.1.13 For each matrix A, determine all values of A, if any, such
that A is not invertible.
2—A 1
A= [ 5 —2-)
Answer: The determinant det(A) = (2—X\)(—=2—X) —1(5) = A\* — 9.
A is not invertible if det(A) = 0. This gives two values of A,

M—9=0 if A=3, or A=-3.

1—A 1
I R
Answer: det(A) = (1 —X)?2 —1(1) = A2 = 2X\. So det(A) =0if A =0
or A =2.

3—Xx 0
soa= 050 50

Answer: det(A) = (3 — X\)? —2(0) = (3 — \)% The only value of A
such that det(A 0is A= 3.

a2 }

Answer: det AN(B =) —(=1)(4) = A2 =5\ +10. The
descriminant of thls quadratlc is (—5)? — 4(1)(10) = —15. So there
are no real numbers A for which det(A) = 0. So A is invertible for all
real A. (Depending on the context, we may be interested in complex
solutions. There are two complex roots of the quadratic, A = %ﬁ
Substituting these numbers into the matrix A would result in complex
entries.)
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1—-X 2 —2
5. A= 0 3—-Xx -1
0 -1 3-=A
Answer: Taking a cofactor expansion down the first column,

det(A) = (1-X)((3=X)2=(=1)(=1)) = (1=A) (N> =6 +8) = (1-N)(A—2)(A—4).

There are three values of A\ for which det(A) = 0, i.e., for which A is
not invertible. A = 1, A = 2 or A\ = 4. (Tip: Since our goal is to
solve an equation of the form “some expression in A = 07, it’s to our
advantage to factor rather than multiply everything out.)

Exercise 6.2.1 Let A = { 5 —1 1
5 —3
1. Show that A = 2 is an eigenvalue of A by finding a nonzero vector ¥
such that A¥ = 27.
Answer: Following the procedure seen in Example 6.2.1, we find that
Z=1t(1,1). Any choice of t # 0 will give a valid solution.

2. Show that Z = (1,5) is an eigenvector of A by finding a scalar A such
that A7 = \7.
Answer: We find that A7 = (3(1) — 1(5),5(1) — 3(5)) = (=2, —10) =
—2(1,5). So (1,5) is an eigenvector corresponding to the eigenvalue
A= -2

3. Show that the number A = 3 is not an eigenvalue of A. (Hint: Show
that Az = 3% has no nontrivial solutions.)
Answer: If we let ¥ = (x1,25) and set up A7 = 37, we can rearrange
to get a homogeneous system.
3&31 — Ty = 31’1 — Ty = 0

5.7)1 — 31’2 = 3$2 becomes 5.7)1 - 61’2 = 0

Note that performing row reduction on the corresponding augmented

matrix gives
0 —-11]0 rref 1 00
5 =610 0 1|0 |-

So the only solution is & = (0,0) which can not be an eigenvector.
(Tip: If we mistake a number for an eigenvalue, this sort of result will
alert us to the error.)
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Exercise 6.2.2 We've seen that if (A, &) is an eigenvalue-eigenvector
pair for a matrix A, then AZ is in Span{zZ}. Consider the transformation
Rype (T) = [ (1) (1)
Explain why there are no (real) numbers A that are eigenvalue of the matrix

0 —1
Vo)
Answer: We recall that Rgpe is invertible (by the clockwise rotation R_ggo),
so there are no nontrivial solutions to the equation Rgge(Z) = 0,. That is,
there’s no eigenvector associated with the number A = 0, so zero is not an
eigenvalue. For any nonzero A\ the nonzero vector  and Ax are parallel. But

# and Rygpe (7) are perpendicular since the rotation is 90°. So it’s not possible
for Rgge (Z) to be in Span{z}.

7 that rotates a vector in R? by 90° counterclockwise.

Exercise 6.2.3 For each matrix, determine all eigenvalues and for each
eigenvalue, find a corresponding eigenvector.

2 1
Lan[2 1]

Answer: The characteristic polynomial is P4(\) = A\? — 9 with roots
A1 = 3and Ay = —3. Solving the homogeneous equation (A—313)% = 0s
gives solutions ¥ = t(1,1),¢ € R. Solving the homogeneous equation
(A — (=3)1,)% = 0, gives solutions & = s(—%,1),s € R. Example
eigenvectors can be chosen by selecting any nonzero value of the param-
eter (t or s). Selecting t = 1 and s = 5, we have eigenvalue-eigenvector
pairs,

)\1 = 3, fl = <1, 1>, and )\2 = —3, _)2 = <—1,5>

3 0
2a-[20]

Answer: The characteristic polynomial is P4(A\) = (3 — A)%. There is
one root, hence one eigenvalue A = 3. The solutions of the homogeneous
equation (A — 35)% = 0, are of the form & = t(0,1), t € R. We get
the one eigenvalue-eigenvector pair

A=3, &=1(0,1).
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1 2 =2
3.A=]10 3 -1
0 -1 3

Answer: The characteristic polynomial is P4(A) = (1—X)(A—2)(A—4).
We find three eigenvalues A\; = 1, Ay = 2 and A\3 = 4. The equation
(A — 1I3)Z = 03 has solutions # = #(1,0,0), t € R. The equation
(A — 2I3)% = 03 has solutions & = s(0,1,1), s € R. And the equation
(A —43)7 = 05 has solutions 7 = u<—§,—1,1>, u € R. Selecting
t =s =1 and u = 3, we have three eigenvalue-eigenvector pairs.

)\1:17 f1:<17070>7 )\2:27 f2:<07171>7

and )\3 = 4, fg = <—4, —3, 3>
Exercise 6.2.4 Consider the pair of matrices

A= , and B=

o O W

1
3
0

o O O
o O W
o w o
ol = O

1. Find the characteristic polynomials P4 and Pg and show that they are
equal, Pa(A\) = Pg()).
Answer: Fortunately, these matrices are triangular, so the determi-
nants will be easy to take.

3—2 1 0
det(A — \3) = det 0 3-Xx 0 =(3=A?*5-))

and

det(B — \3) = det 0 3-Xx 1 =(3=X?*(5B-N).
0 0 55—\
The common polynomial can be expanded to

Pa(X) = Pp(A\) = —\° + 11X\ — 39\ + 45,

but it isn’t necessary to do so.
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2. Identify the eigenvalues of A and for each eigenvalue of A determine
its algebraic multiplicity and its geometric multiplicity.
Answer: From the factored form of P4, there are two eigenvalues
A1 = 3 and Ay = 5. Finding bases for the eigenspaces, we find

for \; = 3, a basis for the eigenspace is {(1,0,0)},

for Ay =5, a basis for the eigenspace is {(0,0,1)}.

For \; = 3, the algebraic multiplicity is two and the geometric mul-
tiplicity is one. For Ay = 5, the algebraic multiplicity is one and the
geometric multiplicity is one.

3. Identify the eigenvalues of B and for each eigenvalue of B determine
its algebraic multiplicity and its geometric multiplicity.
Answer: From the factored form of Pg, B has the same two eigenval-
ues A\; = 3 and Ay = 5. Finding bases for the eigenspaces, we find

for \; = 3, a basis for the eigenspace is {(1,0,0),(0,1,0)},

for Ay =5, a basis for the eigenspace is {(0,1,2)}.

For A\; = 3, the algebraic multiplicity is two and the geometric multi-
plicity is also two. For Ay = 5, the algebraic multiplicity is one and the
geometric multiplicity is one.

Exercise 6.2.5 For each of the matrices

A= , and B=

S O W

1
3
0

o O O
S O W
S W O
Tt = O

from Exercise 6.2.4, construct an eigenbasis or explain why one does not
exist.

Answer: We recall that both matrices had the same two eigenvalues
A1 = 3 and Ay = 5 where \; has algebraic multiplicity 2 and Ay has alge-
braic multiplicity 1. For A, the geometric multiplicity of both eigenvalues is
1. A does not give rise to an eigenbasis because the sum of the geometric
multiplicities is 1 +1 = 2 # 3.

For B, we found that the geometric multiplicity of \; = 3 is 2, and we
found a basis for the eigenspace Ep(3) to be {(1,0,0),(0,1,0)}. For the
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eigenvalue \y = 5, we found a basis for the corresponding eigenspace Eg(3)
to be {(0,1,2)}. The sum of the geometric multiplicities is 2+ 1 = 3, and we

have three linearly independent eigenvectors. An eigenbasis for the matrix
B is
Ep ={(1,0,0),(0,1,0),(0,1,2)} .

300 1 00
Exercise 6.3.1 Let B= |0 3 1 | andC= |0 1 1 |. Show that
00 5 0 0 2

B is diagonalizable. To do this, find C~! and compute the product C~1BC.
Answer: C~' can be computed by row reducing [C'| ]3] (it can even be
done by hand with only a couple of row operations). The inverse

10 0
Cl'=101 —3
00 —3
Then
10 0][3 00 100
C'BC = |01 —3 03 1]]011
(00 -2 ][005][00 2
10 07[30 0
= |01 —1 03 5
00 -2 ][00 10
3 00
= (030
005

We see that the product C~'BC is a diagonal matrix D =

o O W
o W O
o O O

which shows that B is diagonalizable.

Exercise 6.3.2 For each matrix, either diagonalize the matrix (i.e., iden-
tify the diagonal matrix D and invertible matrix C') or show that the matrix
is not diagonalizable.
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-4 7
PEEY
Answer: Note that answers may vary in the order in which the eigen-
values appear in D. The order of the columns in C' and values in D
should be consistent. A possible answer is

3 0 1 7
D:{O _2] and C:{l 2]

2 1

0 2
Answer: This matrix is not diagonalizable. The only eigenvalue is
A = 2 with algebraic multiplicity 2 and geometric mutliplicity 1.

2. L=

2 3
-1 5
Answer: The matrix does not have any real eigenvalues. The charac-
teristic equation is A> — 7\ + 13 = 0, which does not have real roots.

3. H=

-2 10
4. B = 0 -2 0
0 06

Answer: This matrix is not diagonalizable. The eigenvalues are \; =
—2 and Ay = 6. The algebraic multiplicity of \; is two, but its geometric
mutliplicity is one.

1 2 3
5.G=10 2 3
00 —1
Answer: Answers may vary. An answer is
10 0 1 2 -1
D=|02 0 and C=|0 1 -2
00 —1 00 2

Exercise 6.3.3

1. Find a 3 x 3 matrix A having eigenvalues L = {1, —4,5} and for which
Ea={(1,1,3),(1,1,-3),(0,—1,—2)} is an eigenbasis.
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Answer: Since we have an eigenbasis, our matrix A would be diagonal-
izable. We can create the diagonal matrix from the known eigenvalues
and the invertible matrix from the known eigenvectors. Let

1 00 1 1 0
D=0 -4 0 and C=|1 1 -1
0 05 3 -3 -2
A solution can be computed as A = CDC 1.
L1 0]f1 oo0]f1r 1 o] 1 -10 5
A= 1|1 1 -1 0 —4 0 1 1 -1 = G —29 20 5
3 -3 -2 0 05 3 -3 -2 -33 78 -9

2. Is your answer A in part 1. above unique? That is, can you find
another 3 x 3 matrix having eigenvalues L = {1, —4,5} and eigenbasis
Ea={(1,1,3),(1,1,-3),(0,—1,-2)}?

Hint: Use technology to try rearranging the columns of D and C. Do
different arrangements give you the same matrix A?

Exercise 6.4.1 Consider the ordered basis of R? given by C = {(1,1), (—1,5)}.

1. Identify the change of basis matrix C and its inverse C~!.
Answer: The matrix and its inverse are

11 L1 51
[P wa e l] 2],

(Because C'is a 2 x 2 matrix, C~! can be found by doing row reduction
on [C'| I5] or by using the handy formula from Exercise 6.1.3.)

2. Find the coordinate vectors relative to the basis C for the following

vectors.
Answer: To get the coordinate vectors, we use the equation [Z]e =
C~'7 (some might be done by observation without any computations).

(a) £=(1,1) [Z]e=(1,0)
F= 01 o= (5
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3. Find the representation relative to the standard basis for the vectors
having the given coordinate vectors relative to the basis C.
Answer: To get the coordinate vectors, we use the equation ¥ = C[Z]¢

Exercise 6.4.2 Let T : R? — R2? be the linear transformation defined

by T(Z) = AT where A = :3 g } Find a basis C of R? such that the

C-matrix of T' is diagonal. Find the C-matrix.

Answer: The basis C will have to be an eigenbasis for A. The characteristic
polynomial Ps(\) = det(A — AI3) = A? — 3\ + 2 which has two roots, A\; =1
and Ay = 2 with corresponding eigenvectors ¥; = (2,1) and #y = (3,2). So
a basis is C = {(2,1),(3,2)}. The change of basis matrix for this would be

O — [ i 3 } . The inverse is O~ = _? _g ] . The C-matrix for T" would

1 _ 2 -3 -2 6 23| (10
C’AC—{_12 -2 5 120 |0 2|
Note: Answers can vary in some details. For example, the order of the
eigenvalues in the diagonal C-matrix can be swapped. The eigenvectors cho-

sen may be different, but the eigenvector for each eigenvalue should be some
scalar multiple of the ones used here.

be

Exercise 6.4.3 A matrix A is called symmetric if A = AT, It is known
that symmetric matrices are always diagonalizable. Moreover, the eigenvec-
tors for distinct eigenvalues are orthogonal. That is, a symmetric matrix has
an eigenbasis of mutually orthogonal vectors. Let T : R® — R? be the linear
transformation defined by 7T'(Z) = AZ for the matrix A given below. Find a
basis C of R® such that the C-matrix of T is diagonal, and confirm that the
basis elements are orthogonal. Find the C-matrix.

6 1
A=1]11 6 0
00 -2
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Answer: The matrix A does satisfy AT = A. The determinant of A—\I3
can be taken across the third row to simplify the calculation.

Pa(\) = (—2-2\)((6=X)2—1) = (—2=A\)(\2—12)+35) = (—2=A\)(A—5)(A—T).

We can find an eigenvector for each of the three eigenvalues, \y = —2, Ay =5
and A3 = 5. Finding a basis for the null space of A — \;I3 in the usual way,
we can find corresponding eigenvectors ¥; = (0,0,1), ¥5 = (—1,1,0) and

73 = (1,1,0). So a basis is
C ={(0,0,1),(—-1,1,0),(1,1,0)}.

To show that the basis vectors are orthogonal, we can check the dot products,

fl~ = 0(=1) +0(1) + 1(0) = 0,
i = 0(1) +0(1) +1(0) =0
!1_52' ( ) ( ) (0 = 0.

The change of basis matrix and its inverse are

0 -1 1 001
C=|0 11| and C'=| -5 %0
1 00 5 3 0

The diagonal C-matrix of T is

—2
CrAC=| 0
0

o Oov O
N O O

Note: Answers may vary in some details. The eigenvectors should be or-
thogonal despite variations.

Exercise 6.4.4 Let T : R> — R? be the shear transformation such that
T(€y) = &1 —2éy and T'(€3) = €3 (so T leaves é, fixed). Determine whether
there is a basis C of R? such that the C-matrix of T is diagonal. If so, find
the diagonal matrix.

Answer: From the description,

T(&) = (1,0) — 2(0,1) = (1,—2), and T(&) = (0, 1).
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So the standard matrix

10
A= [ o ]
We can already see the eigenvalues of A since it is lower triangular. There’s
one eigenvalue A = 1. It must have algebraic multiplicity two. We can

confirm that by noting that P4(\) = (1 — A\)?. We also already know that
one eigenvector is €, because T'(€3) = 1é;. A will be diagonalizable if there
is a second, linearly independent eigenvector. If we look for a basis for

N(A —11,), we find

- rref 1 0|0
So if Z = (x1,x9) is a solution of (A — 115)% = 0y, then 1 = 0 and x5 is free.
This only gives the one basis vector €. So there is no basis for R? for which
the matrix for 7' is diagonal.

Chapter 6 Additional Exercises

1. If A = [a11] is a 1 x 1 matrix, we define its determinant to be det(A) =
aq1. Use this definition to show that the determinant of a 2 X 2 matrix
from Definition 6.1.1 is the same as a cofactor expansion

2

det(A) = > (—=1)"ay; det(Ay;).

j=1
Answer: If A = [ Z 2 }, then notice that A;; = [d], and Ay = [¢].
So
det(A) = (=1)"adet(Ay;) + (=1)"?bdet(A2)
= a)(d) + (=1)(b)(c)
= ad — be.
2. Let A= { Cé 2 . Suppose A has two (not necessarily distinct) eigen-

values A1 and \y. Show that

a+d=MX+X and det(A)= Ao
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(Hint: The characteristic polynomial must factor as P4(\) = (A —
A)(A2 — A). Compare this to P4 obtained in the usual way.)
Answer: On the one hand, the characteristic polynomial is

Pa(\) = det <[ @ B A df \ D = (a=\)(d=\)—bc = A2—(a+d) A\ +ad—be.

On the other hand, we have the characteristic polynomial from its roots
PA()\) == ()\1 - )\)()\2 - )\) = )\2 - ()\1 + )\2))\ + )\1)\2.

Comparing the two representations for the same polynomial, we can
equate the coefficient of A to get

—(a+d)=—=(A1+ o), e, a+d= A+ Ao
And equating the constant terms, we get

ad — bc = /\1)\2, i.e., det(A) = )\1/\2.

3. Give a coherent argument that if A = [a;;] is an n xn triangular matrix,
the eigenvalues of A are its diagonal entries, a;;.
Answer: The critical observation here is that if A is triangular, then
A— I, is also triangular, since this matrix difference only has the effect
of subtracting A from each diagonal entry of A—it has no effect on the
entries off of the main diagonal. So when we take det(A — \I,,), we can
use Property 6.3 that says that the determinant will be the product of
the diagonal entries. This gives

Pa(A) = (@11 — A)(agz = A) = (@nn — A).

From this factored form, we see that the zeros of P,, which are the
eigenvalues of the matrix A, are the numbers a;; from the main diagonal.

4. Suppose A is an invertible matrix. Show that det (A~1) = (det(A)) ™.
That is, show that the determinant of A~! is the reciprocal of the
determinant of A.

Answer: We recall that for n x n matrices A and B, det(AB) =
det(A) det(B). We also note that the n xn identity matrix is a diagonal
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matrix with all diagonal entries equal to 1. So det([,) = 1" = 1. Now,
note that

AA™Y =1, sothat det(AA™!) =det(l,) = 1.

But we have det(AA™!) = det(A)det(A™'). Since A is invertible, we
know that det(A) # 0, and we can divide by det(A). We have

1
~ det(A)

det(A)det(A™') =1 whence det(A™")

5. For the matrix A, evaluate det(A). Find all of the eigenvalues of A and
show that det(A) is equal to the product of the eigenvalues of A.

-2 1 3
A= 0 4 -1
0 6 —1

Answer: First, taking a cofactor expansion down the first column of
A (to take advantage of the zeros)

det(A) = —2(4(=1) — (=1)(6)) = —2(—4 + 6) = —4.

To find the eigenvalues, we set up det(A — Al3). This determinant can
also be taking down the first column.

—2-X 1 3
det 0 4-x -1 = (—2=N[@=XN(-1=X) —6(-1)]
0 6 —1-2X
= (=2= N[N =3x—4+6]
= (—2= N[N =3\+2]
= (2= =-1)(A—-2)

From this factored form, we see that there are three eigenvalues \; =
—2, Ay =1, and A3 = 2. As expected,

6. Suppose the n x n matrix A has n not necessarily distinct real eigen-

values A1, Ag, ..., A,. Show that det(A) = AjAs--- Ay, that is, the de-
terminant of A is the product of its eigenvalues.
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(Hint: The characteristic polynomial can be written as a product of
linear factors Pa(A) = (A — A)(Aa — A) -+ (A, — A). How are det(A)
and P4(0) related?)

Answer: Since P4(A\) = det(A — AI,), we have that

P4(0) = det(A — 01,,) = det(A).
Taking the hint about P4 written as a product of linear factors,

Side note: It turns out, this is the case even if some of the eigenvalues
are not real. In that case, the real entries in A ensure that complex
eigenvalues will occur in conjugate pairs, so the product of all of them
will be a real number and will be the determinant of A.

7. Suppose A is an n X n invertible matrix and \q is an eigenvalue of A.
Show that " is an eigenvalue of A~
0
Answer: Since \q is an eigenvalue, there is a nonzero vector & such
that AZ = \o#. If we multiply both sides by A~!, we get

ATTAT = AT (\T) = LT = MAT'T

Since A is invertible, \g is nonzero, so we can divide both sides by g
to get

1, e 1o
—F=A"'Z e, A=
Ao

This shows that " is an eigenvalue of A~!. It even shows that the
0
eigenspace for A associated with )y is the same as the eigenspace for

1
A~1 associated with —
Ao

8. Suppose A is a 5 x 5 matrix with characteristic polynomial
Pa()) = (2= 224 = \) (=1 = \)(6— \).

For each question, either provide a short answer or explain why it is
not possible to answer.
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(a) Is A invertible? Answer: Yes. The eigenvalues are 2, 4, —1 and
6. Zero is not an eigenvalue of A so it is invertible.

(b) Evaluate det(A —2I5) Answer: Since 2 is an eigenvalue, det(A —
2I5) = 0.

(c) Is A diagonalizable? Answer: We can’t know without more in-
formation. The algebraic multiplicity of 2 is two. A will be diag-
onalizable if the geometric multiplicity is two, but that can’t be
determined from the characteristic polynomial alone.

(d) Is there a nonzero vector ¥ in R® such that AT = —77 Answer:
Yes. Since —1 is an eigenvalue, there is nonzero eigenvector Z such
that A¥ = —17 = —7.

(e) What is det(A)? Amnswer: From the last exercise, det(A) =
P4(0) = 22(4)(—1)(6) = —96.

(f) Is det(A—515) = 0?7 Answer: No. If this was zero, then 5 would
be an eigenvalue, but 5 — X is not a factor of Pj,.

(g) Is there an eigenbasis of R® for A? Answer: We can’t know. This
is the same question about diagonalizability. We would need to
know the geometric multiplicity of the eigenvalue 2, but there’s
not enough information.

9. Suppose A is a 5 x 5 matrix with characteristic polynomial
Pa(A) = =M1 =X (=1=X)(2=X)(7T—=\).

For each question, either provide a short answer or explain why it is
not possible to answer.

(a) Is A invertible? Answer: No. One of the factors is 0 — A, so zero
is an eigenvalue of A making it not invertible. From the factored
polynomial, the eigenvalues are 0,1, —1,2 and 7.

(b) Is A — I5 invertible? Answer: No, it’s not. Since 1 is an eigen-
value, det(A — 115) = 0. So A — I is not invertible.

(c) Is A diagonalizable? Answer: Yes it is. There are five distinct
eigenvalues, so A is guaranteed to be diagonalizable.

(d) Is there a nonzero vector Z in R’ such that A7 = 77 Answer:

Yes. 1 is an eigenvalue so there must be a nonzero vector such
that A7 = 1.
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(e) What is det(A)? Answer: Since zero is an eigenvalue, det(A) =
0.

(f) Is A — 515 invertible? Answer: Yes, it is. Since 5 is not an
eigenvalue, it must be that det(A — 5I5) # 0 making A — 515
invertible.

(g) Is there an eigenbasis of R’ for A? Answer: Yes. This is the
same as the question about diagonalizability above. Five distinct
eigenvalues for a 5 x 5 matrix ensures that there are five linearly
independent eigenvectors to make a basis for R5.

10. Find a 3 x 3 matrix A having eigenvalues L = {2, —1, 3} and eigenbasis

11.

Ea={(1,0,1),(—2,1,0),(3,1,2) }.
Answer: A solution can be formed as A = CDC~! with the columns
of the matrix C set as the eigenvectors and the entries on the diago-
nal matrix D the eigenvalues. Taking them in the order given in the
problem statement, one solution is

-1

1 -2 3 2 00 1 -2 3 1 3 12 3
A=10 11 0 -1 0 0 11 =3 4 5 -4
1 0 2 0 0 3 1 0 2 2 4 4

Prove Theorem 6.3.5. That is, show that if A and B are similar, then for
positive integer n, A™ and B™ are also similar with the same similarity
transformation matrix. (Hint: using induction.)

Answer: Suppose A and B are similar, so there exists and invertible
matrix C' such that B = C~*AC. This is the base case (the case n = 2
is also shown before the statement of Theorem 6.3.5). Suppose that for
some integer k > 1 that B*¥ = C~'A*C then note that

B*' = BB* = (C'AC)(C'AFC)
= CctA(CcchHARC
= CALARC
= CtAAFC

C_lAk+1C,

so BFt1 is similar to A*T1. Tt follows that B" is similar to A™ for all
integers n > 1.
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12. Suppose A and B are similar, invertible matrices. Show that A~! and
B! are similar and that AT and BT are similar.
Answer: Since A and B are similar, there is an invertible matrix C
such that B = C71AC. We recall that the inverse of a product is the
product of the inverses in the reverse order (i.e., (XY)™! =Y 1X~1)
and a matrix is the inverse of its inverse (i.e., (C7!)~! = ). Take the
inverse of both sides of the equation between A and B to get

B™'=(c7tA0) T =ctAT (et =otaTie

So B7! is similar to A™! with the same similarity transform matrix
as A and B. We also recall that the transpose of a product is the
product of the transposes in the reverse order (i.e., (XY)T = YTXT),
and the inverse of the transpose is the transpose of the inverse (i.e.,
(CT)=t = (C~HT). Take the transpose of the equation between A and
B to get

BT = (C7'AC)" = CTAT(CH)T = ¢TAT(CT)

So AT and BT are similar. If the matrix for the similarity transfor-
mation between A and B is C, then the matrix for the transformation
between AT and BT is (CT)~.

13. (Involves calculus) An interesting use of diagonalization arises in the
solution of linear systems of differential equations. We know, for exam-
ple, that the simple differential equation % = ay, with a a constant,
has family of solutions y(t) = e*yo where g, is a scalar (it is the value
of y(t) when t = 0). We can formulate a vector version of this simple

equation with §(t) = (z(t),y(t)), a vector valued function of t. The

derivative is taken entry-wise, % = <Z—f, %>. If Ais a2 x 2 matrix, we
can consider the vector differential equation

dy

27 Ad

dt y?

and propose a solution analogous to the scalar version, 7(t) = eA'%.
This requires giving meaning to an exponential e4* when A is a matrix.
We can turn to a series representation. Recall that the exponential e”
can be expressed in terms of the series

2 3 > n

e r:  x B "
e _1+x+§+§+---_z .
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This suggests a way to give meaning to a matrix exponential. We can

define
12 13 ey
M =T, +tA+ A2+ AP+ =) A
2! 3! — n!
. . . di1 0 )
If D is a diagonal matrix, D = 0 do | then we can get a nice
22

form for the exponential of the matrix,

Dt _ et 0
€ = 0 ede2t |-

Glossing over some technical issues, we can show that if D = C~tAC,
then e4" = CeP'C~'. Determine the matrix exponential et if A =
-2 6

-2 5
A(0)

. (Note this is the matrix from Exercise 6.4.2.) Show that

e = [y, that is, when ¢ = 0, the matrix exponential is the identity
(this is analogous to the fact that ¢ = 1).
Answer: From the previous exercise with this matrix A, D = C~tAC

where
[10 [2 3 R
D_[O 2], c_[l 2}, and € _[_1 2]
So
o 23 e 0 2 -3
Tl 2floe|]| -1 2

123 2¢! —3e

o 12 —e?t Qe?t

B [ 4et — 3e2t —6et 4 6e2
o I 2et — 2e2t —3et + 4e?t

Note that when ¢t = 0,

€ = _[2.

Aoy | 4" =32 6%+ 620 ] [4-3 —6+6] [1 0
T 2¢% =262 3% + 4620 | T [ 2-2 —3+4 0 1
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A.7 Chapter 7 Exercises:

Exercise 7.1.1 Let S = {(1,-1,3),(—1,2,1), (7,4, —1)}. Show that S is an

orthgonal set.

Answer: Calling the vectors v, U, and 73, in the order they appear, we
already know from Example 7.1.2 that ¢} - v5 = 0. We need to show that
U1 - U3 = 0 and ¥, - 3 = 0 as well. Note that

vy U = 1(7) + (=1)(4) + 3(=1)
Ty Uy = —1(7) +2(4) + 1(—1) =

0

0

Hence we can conclude that S is an orthogonal set.

Exercise 7.1.2 Let S = {0y, th, U3} where
7 =(3,0,-3,1), @ =(21,1,-3), and 7 =(1,5,2,3).

In Example 7.1.1, we determined that S is an orthogonal basis for Span(.5).
Use the formula for the weights from Theorem 7.1.2 to express & = (3, 3, —2, 4)
as a linear combination of the elements of S, and confirm that your solution
is correct.

Answer: To use the formula fromTheorem 7.1.2 for the weights, we need
the dot product of ¥ with each basis element as well as the dot product of
each basis element with itself.

T- U1 =3(3) +3(0) + (—2)(=3) + 4(1) = 19,
T = 3(2) +3(1) + (—2)(1) + 4(=3) = -5,
T3 =3(1) +3(5) + (=2)(2) + 4(3) = 26,

and

T -0 =32+ 0%+ (=3)? + 12 = 19,

Uy -y =22 + 12+ 12+ (=3)? = 15,

U3 - U3 = 12 + 52 + 22 + 3% = 39.
The weights are

19 5 1 26

1 d 2
= — = cg=——=—=, and c3=—-——==~-.
7199 7 7 15 3’ #7739 3
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Hence
I o . 2,
T =1] — =Us + —Us.
1 gt gl
It’s not necessarily obvious that & is in Span(S), but we can confirm by

actually computing this linear combination.

1 2
(3,0,-3.1) = 5(2,1,1,-3) + £(1.5,2.3) =
2 2 1 10 1 4 3\ 6
3 4+20--4—,3—-+-,1—(-2 =
< 373V T3 TR 373 (3)+
(3,3,-2,4) = &.

Exercise 7.1.3 Show that the set {(2,2,1),(—2,1,2),(1,—2,2)} is an
orthogonal basis for R3, and find an associated orthonormal basis by nor-

malizing the vectors.
Answer: Let’s call the vectors v, U, and v3 in the order written. To show

that the set is an orthogonal basis, we need to confirm that they are orthog-
onal.

Uy - Ty = 2(—2) +2(1) + 1(2) = 0,
Ty T = —2(1) +1(=2) +2(2) = 0.

The set is orthogonal. Since it’s orthogonal, it is linearly independent. And
since it is a linearly independent set of three vectors in R3, it is a basis for
R3. To obtain an orthonormal basis, we need to find the magnitudes.

H771|| = ng, H’UQH = \/(—2)2+12+22 :37

and ||T3]| = /12 + (=2)2 + 22 = 3.

They all have the same magnitude. An orthonormal basis is

221 212 1 22
3'33/° 3’3'3/7\3 3’3

Exercise 7.2.1 Consider the parallel vectors 7 = (—2,3) and v, =
(4,—6), and let & = (—5,2). Show that

projg & = projg, T.
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Answer:

., T-vh, 16 32 48
— = = — —2 == —_——, —

[ 7]l 13
. L XUy 32 32 48
_ — = —— 4 —6 e _——_— —
prOngx ||—»2||2 2 52( ) > < 137 13>

Exercise 7.2.2 Find the point on the line L defined by 4x —y = 0 closest
to the point P = (6,1). What is the distance between the point P and the

line L?
Answer: The line L, which has equation y = 4x is parallel to the vector

v=(1,4). Let ¥ = OP = (6,1). Then
7. 10 10 40
.4_): = — 1 4 et _— — .
PrOJs & = 12" AN <17’17>

10 40
The point on L that is closest to P is (1—7, ﬁ) The orthogonal part is

. .o 10 40 92 23
P = 0.0~ (7.17) = (37,

and the distance from P to L is

23
|# — proj; Z|| = —= =~ 5.58 (appropriate length units).

V1T

Exercise 7.2.3

1. Let ¥ = (1,—1,2,-3) and & = (3,—3,6,—9). Verify that & is parallel

to U and that proj; ¥ = 7.
Answer: A vector is parallel to ¢ if it is a scalar multiple of ¥. Since
7= (3,-3,6,-9) = 3(1,—1,2,—3) = 3¢, & is parallel to ¥. Using the

projection formula,

~1,2,-3) = (3,-3,6,—9) = 7,

T S S |

as expected.
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2. Let U be any nonzero vector in R". Show that if 7 is any vector in R"

that is parallel to U, then proj; ¥ = Z.
Answer: Since 7 is parallel to v, ¥ = ¢v for some scalar ¢. Then
., TU, cU-v [t
rojs T = U= = U=cv=71.
N TR RN ETE

<

This is the anticipated result.

Chapter 7 Additional Exercises
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