November 19 Math 3260 sec. 51 Fall 2025

Chapter 6 Eigenstuff
Consider the linear transformation T : R? — R? defined by T(X) = AX

. 5 —1
W|thA_[3 1}

1. Evaluate T((—1,1)) = E _\\)C\:W A

2. Evaluate T((1,3)) - G :} (r,37 = 2,67

\(\ > = 3,1

3. Evaluate T((1,-2)) {
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Note that T seems
to rotate and stretch

the input vectors. <-1,1> F X0
gets stretched and rotated -
as does <1,-2>. But 6

they aren't stretched

T(Cl,??} s

by the same factor T((1,3)) = (2,6) A
or rotated through 4 .
the same angle. But S?M {¢ hﬂh .
T doesn't rotate bl s . T((1.-2)) = (7.1
g:eahm?y jtu<s%'3> L 1.9 ' T(<1,3%)= 2<1,3>
scales itby a r T 7 T : I 1
factor of 2. g i e L = x ¢
: 2)
T({-1,1)) 6,2
4]
76- ‘

Figure: Plot of standard representations of (—1,1),T((—1,1)), (1,3),
T({1,3)), (1,—2), and T({1,—2)) together.
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Example Continued... A= [ g _1 ]

Show that there is a special set of nonzero vectors in B2 with the
property AX = 2X.

s -l ‘
T s a3 e
= (S, - ¥a 3x, %)

-

ox- (2% 24>, Ax=2x% >
- -¥. =0
S SH - e R ST
X, + Yo = Yo 3¥\*>(1-CY1:O
Y. =0 3 -l NI (0,°>
= 2K, -¥X - {3 _\’}d\(\)

W, - X2 o
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3 -\ o cre k\ \’3’ \Z} X = %XL
La -\ \o - Lo ° Yo - Lo
;(‘- <\/3¥‘;>(1>:N7- <-\’?\\7

Cor 2 in Spa [ L0

Ax-2aX.

¥ Lo Xo- 2, &—-3(%,\714\,7?

Note that A doesn't scale every vector by
2, only the ones in Span{<1/3, 1>}.For
these special vectors, the matrix-vector
product ends up being a scalar-vector product,
specifically with the scalar 2.
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What are Eigen things?

We'll focus on linear transformations T : R" — R" with square matrix A
such that T(X) = AX, and consider equations of the form

AX = \X
<

with \ a scalar and X a nonzero vector. We'll call scalars like A
eigenvalues and vectors like X eigenvectors. We’'ll also consider
things like eigenspaces and eigenbases.

Questions: «

» How would we find them?
» What do the tell us about a matrix? F P o e
» What can we do with them?
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6.1 The Determinant
The determinant is a scalar valued function on M, ,. The determinant is
related to various properties of a matrix, most notably invertibility.

2 x 2 Determinant

Let A= [ a b

d } . The determinant of A, denoted det(A), is the num-
ber

det(A) = ad — bc.

Remark: 1 x 1 matrices have limited usefulness. We will define the determinant
of the 1 x 1 matrix A = [4] to be det(A) = a.

\.

Example: Evaluate the determinant of each matrix.
5 —1 3 -1
a-[35) 5-[3 3]

dx (Y= 50y -3(-0)= 8 L@ 313 -3 =0
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Let A = [a;] be an n x n matrix. The notation
Aj

will denote the (n—1) x (n—1) matrix obtained from A by removing
the i row and the j column.

For example, if A = [a;] is a 3 x 3 matrix, we can form nine different 2 x 2
matrices Aj.

an a2
asy asz

_ a2 a3
azo  do3
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Minors & Cofactors

Let Abe an n x n matrix, n > 2. The ijth minor of A is the determinant
of the (n—1) x (n— 1) matrix A;. That is, det(Aj) is the jjth minor of A.

i o e S O~
Let Abe an n x nmatrix, n > 2. Scalas

jjth cofactor of A = (—1)""/ det(A;).

Cofactor Signs

The factor (—1)"*/ gives an alternating sign based on the position of aj
in the matrix.

I+ |+
o ¢ | aF |

[ o R
+ I+




n x n Determinant

Let A= [a;] be an n x n matrix. The determinant of A, denoted det(A)

is given by
n

det(A) = > (—1)"ay; det(As)). (1)
j=1
The sum in equation (1) is called a cofactor expansion across the first
row of A.

Remark: Note what this sum is. Take each entries in the first row, ay;,
multiply it by its corresponding cofactor (—1)'*/ det(A;;), and then add them
all together:

(—1)2aq1 det(A1)  + (—1)%asadet(Ar2) + (=1)"ay, det(A1p)

det(A) +
aiy det(Aqq) - ajz det(Aq2) + o+ (=1 ay,det(Ar,)

November 17, 2025 9/56



Example dE® : a.d3(AN-a. dx(A N« aq La(Ay)

1 2 -1
Find det(A)ifA=| 0 3 2 |.
1 -1 0

AE - s[5 2) A )

- 0o- dx (A= o) -1 ()
A& (A = 3(0)- (1(2) AX(ALN=0 -] -

=~
=X

L (A) = 1(2) -2 (o) V3

TrMd 3 < %
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Alternative Cofactor Expansions

We can actually take a determinant by a cofactor expansion across
any row. Fix a number for i (between 1 and n).

n

det(A) = Y (1) aj; det(Ay). (2)
J=1

Similarly, we can compute det(A) using a cofactor expansion down any
columns. Fix a number j (between 1 and n).

n

det(A) = > (—1)a;det(Ay). (3)

i=1

Remark: Formulas (2) and (3) look almost identical. But in formula (2), the
value if i doesn’t change. In the formula (3), the value if j doesn’t change.
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Example
| dex (A= 9
1 2 —1
Find det(A)ifA= .0 3 2
1 —1 0
second row and down the third column.

by cofactor expansion across the

24\ 247 +3
dex (A= (5 a, A(AL) + (43 0, Ak (A)s (1) G LML)

dek (n)- -owr\ ‘;}*%&"C\Q]'Qw \ }
O +3 <o-(—w\\ - (f\—?_>
3(1)- 2(-3)= 3+C =9

I\

1
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3+3

A«}( A\ = (-|')130\‘3 A‘k(An\* ("1;3013 A"*(sz\f (11 0sg M(A'”)

: *(»\)M[ﬁij‘g&k l\_?[']rocbv\(l);}

=1 (6-3)-2 () ¢

=2 + 6 :Ci

Note that the negative sign is because the
entry is -1. The cofactor sign starts with +
but the actual number a 15 IS negative.
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Properties of the Determinant

2 0 -1 4
, 4 0 5 -3
Evaluate det(A) if A = 60 1 1
2 0 13 -1
oY Lt
[t

LAY - -0 Ll )r0 bh(R,) -0 (A ) +0 &k (ALL)

- 6

We don't have to actually compute any cofactors
since each entry in the column is zero. If we

did do the expansion across any row or down any
other column, we'd still get zero as the final
result.
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Triangular Matrices

A matrix A = [a;] is called upper triangular if a; = 0 for all / > j, and it's called lower
triangular if a; = 0 for all / < j. As the names suggest, upper triangular matrices have
all their nonzero entries on or above the main diagonal, and lower triangular matrices
have all their nonzero entries on or below the main diagonal.

ayy a2 a ain a1 0 o --- 0
0 axn a3 azn a1 a8 0 - 0
0 0 as3 asp a31 a3 as3 0
0 0 0 ann am @n2  ans ann

upper triangular lower triangular

A matrix that is both upper triangular and lower triangular is called a diagonal matrix.

a 0 0 000 0
0 aono 0 000 0
0 0 assz - 0
6 0 0 ann

diagonal matrix

November 17, 2025

V,
15/56



Since a cofactor expansion is the same across any row or down any
column...

Let Abe an n x n matrix.

1. If 5,, is a row vector or a column vector of A, then
det(A) = 0.

2. det(AT) = det(A).

3. If Ais a triangular matrix (upper, lower or diagonal), the
det(A) is the product of the diagonal entries

det(A) = a11d@22 - - - ann
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