
October 10 Math 3260 sec. 51 Fall 2025

Chapter 4 Vector Spaces & Subspaces

In this chapter, we will

▶ learn about additional properties of vectors in Rn,

▶ learn about special subsets of Rn, including some related to matrices,

▶ state the Fundamental Theorem of Linear Algebra,

▶ and pin down precisely what a vector space is.
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4.1 Linear Independence

Definition: Linear Independence

The collection of vectors v⃗1, v⃗2, . . . , v⃗n in Rm is said to be linearly inde-
pendent if the homogeneous equation

x1v⃗1 + x2v⃗2 + · · ·+ xnv⃗n = 0⃗m (1)

has only the trivial solution, x1 = x2 = · · · = xn = 0.

If the collection of vectors is not linearly independent, then we say that
it is linearly dependent.

For a linearly dependent set of vectors, an equation of the form (1)
having at least one nonzero weight is called a linear dependence re-
lation.
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Some Observations on Linear (In)dependence
▶ Every nonempty set {v⃗1, v⃗2, . . . , v⃗n} in Rm is either linearly

independent or linearly dependent.

▶ Linear independence/dependence is a property of a set (or
collection) of vectors.

”The column vectors of A are linearly dependent.” (makes sense)

”The matrix A is linearly dependent.” (doesn’t make sense)

▶ We saw last time that a set containing one vector, {v⃗}, in Rm is
linearly {

independent if v⃗ ̸= 0⃗m

dependent if v⃗ = 0⃗m

So {⟨1,0,2,1⟩} is linearly independent, while {⟨0,0,0⟩} is linearly
dependent.
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The set {e⃗1, e⃗2} in R2 is linearly independent.
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Show that the set {⟨1,0,1⟩, ⟨−3,0,−3⟩} is linearly
dependent.
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A Set of Two Vectors
A set of two vectors, {v⃗1, v⃗2}, in Rn is linearly dependent if and only if
one of the vectors is a scalar multiple of the other.

October 8, 2025 8 / 90



October 8, 2025 9 / 90



October 8, 2025 10 / 90



Example
Identify each set as being linearly dependent or linearly independent.

1. {⟨1,2,1⟩}

2. {⟨4,2,−1,0⟩, ⟨−8,−4,2,0⟩}

3. {⟨1,1⟩, ⟨0,0⟩}

4. {⟨1,3,0,4⟩, ⟨2,0,6,8⟩}
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Three or More Vectors

With a set of three or more vectors, we can always turn an equa-
tion like

x1v⃗1 + x2v⃗2 + · · ·+ xnv⃗n = 0⃗m

into a matrix-vector equation

Ax⃗ = 0⃗m

by setting
Coli(A) = v⃗i , i = 1, . . . ,n.

Example: Determine whether the set {v⃗1, v⃗2, v⃗3} is linearly dependent
or linearly independent where

v⃗1 = ⟨−2,4,−5⟩, v⃗2 = ⟨−5,8,−6⟩, v⃗3 = ⟨3,0,−12⟩.
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v⃗1 = ⟨−2,4,−5⟩, v⃗2 = ⟨−5,8,−6⟩, v⃗3 = ⟨3,0,−12⟩
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v⃗1 = ⟨−2,4,−5⟩, v⃗2 = ⟨−5,8,−6⟩, v⃗3 = ⟨3,0,−12⟩

Not only can we conclude that the set 
       is linearly dependent, this rref
can be used to form a linear dependence 
relation. Turns out, the relationship between
the first three columns of the rref is 
identical to the first three columns of the 
original matrix. That is, 

{v⃗1, v⃗2, v⃗3}


