October 15 Math 3260 sec. 51 Fall 2025

4.2 Subspaces of R"

A subset of R” is just some collection of vectors in R". We can come up with
tons of examples of subsets:

» B={6;,6:} in R?is a subset containing the two vectors (1,0) and
(0,1).

> The set W = {(a,b,0) | a, b € R} is the subset of R® of all vectors whose
last entry is zero.

» The set T = {(k,n) | k,n c Z} is the subset of R? of all vectors having
integer entries.

» The set P = Span{(1,0,1,0)} is the subset of R* of all scalar multiples
of (1,0,1,0).
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4.2 Subspaces of R"
Not all subsets are created equal. Recall that we have two critical operations
in R":

> vector addition and

» scalar multiplication.

Subsets of R" that hold a special sort of importance in Linear Algebra are
sets that in some sense preserve these two operations. Such sets are similar
to R" in that we can do arithmetic (i.e., use these operations) with vectors in
the set and still get vectors in the set.

A set is called empty if it doesn’t actually contain anything. For example

Let M be the set of all nonzero vectors in R? that are both parallel to and orthogonal
to the vector (1,1).

M is the empty set, “M = (", because no vector satisfies the condition to be in it. Saying a set is
nonempty just means that there is something in the set.
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Definition: Subspace of R"

A subset, S, of R" is a subspace of R" provided
i. Sis nonempty,
ii. for any pair of vectors dand vin S, i+ visin S, and
iii. for any vector g in S and scalar cin R, cuisin S.

A set that satisfies property
ii. is said to be closed with respect to vector addition.
iii. is said to be closed with respect to scalar multiplication.

The phrase “with respect to” can be repaced with the word “under”.
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Example: V = {(a,b) | a,bc Rand ab > 0} .

Which of the following vectors is in V?
A.(2,3) a2z, w-3 ob:lb %°

X2. (4,-2) a=q w2 ab =8 SO

V8. (-5,-2)

/4. (0,0)

/5. (—12,0) a=-\x, w20, a0 2°

X6. (—6,8)

In the standard, Cartesian coordinate system, a vector in V would have to
have standard representation in which quadrant(s)? (I, II, lll, or V)

@JAAY T "~ 1L ((z\\—) 3(\'\,\ Cote I\ nad

oaxes 3
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V={ahb)|abecRandab>0}.
Suppose (a, b) is in V. Is the scalar multiple c(a, b) in V is

1. ¢>07?

CCawy= {co,cb? (ca)(cb) = Cab 2o
J Vi
c! a®) s ‘V‘\\/ ¢ ° ¢

2. ¢c<0? (CQB(C\‘-’) - C—La\c >0

c ‘_c;\\,‘) < (_(:0\) (L\O.j

c(a”;)v.\s'\n \/

3. ¢c=07? &,— c=06, clad = lo,87 L = PRV
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V={ahb)|abecRandab>0}.

The following vectors are all in V:

21 = <2a 3>7 ?3 = <O7 0>7 )_(’5 = <_57 _2>7
X% = <1a 1>a xa = <__1 7__1>a X% = <__67()>a
Which of the following sums are in V?
Xi+Xe = (3,47 eV Fot Ry < (-1 €N
R+ %o = (v, 2> €V B4 %= (3,0 &V
Fot % = Lo07 <N BotR (oS, > ¢V

QOctober 14, 2025

6/75



V={ahb)|abecRandab>0}.
1. Is V a nonempty subset of R??
J

T€S, (we Sew

%, ok €><¢A—\P\€f of Nedwis AV,

2. Is V closed under scalar multiplication?
Qes. Lo €N ™ cla>D e U & any

Scalac C.
3. Is V closed under vector addition? NN
No. Vor "“"‘"C‘¢ <2)3) , (—ﬁ,—?.) o~e 1M .

SN
L2, 3>+ (-5,-22 e o !

4. Is V a subspace of R2?

No, because V isn't closed under vector addition.’
The answer to all three above would have to be
yes.
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V={(ab)|abeRandab>0}.

a+veVv

G+veV

Gvev 2

'
-4+ 3 -2 1 2 3 4 -4 ’:/;;/;k/? 1
- -1

Figure: V is closed under scalar multiplication (lower left), but it is not closed
under vector addition (lower right).
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Example
Determine whether the following set is a subspace of RS.

W = {(a,b,0) | abeR}.

Is W nonempty—i.e., are there any vectors in R® of the form (a, b, 0)
with a, b some real numbers?

Wes,  Lopp? 0 M

Note that <0,0,0> is just one example of
a vector in W. Identifying any vector in
W will do; we just need to show that W
contains at least one.
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W ={(a,b,0) | abec R}
Is W closed with respect to vector addition?
Ly T oo U e vechsesr in .
Then Tz LoLb, o> i Tt L0g, by, 00
for sore. O 0, \9\J L, .

U+ U= CO\.-\-C\Z. \?'-l—\O_L ) 01-05
= <.q\+0\1)\o,+b1)07

G+ 0y d L 4b. ax el nenhens and Me

<

+h 0\'\\-(\3 (f zero., G+ VUeEe W ad

\J s C\B(@A eden Ve (e CAA \ lruw\ .
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W = {(a, b,0) | a,be.R}

Is W closed with respect to scalar multiplication?
Consida. 4= Lo, b, o> o4 lek ce &

cu= Leo,, ch, cle)) = ( ca, chw.,, 07

cedl v\vn—sw a~d -\’IN_ \"\/\‘\:L

ca, ~d Ch, &
\WJ

s 2
6\,«-\\—:}9 \§  Zeco. S. Cuw € \J o

1€ Clased  Lnden Scalas 3 plicobiong

2
W & o subspace o {4
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Observation

Note that for any vector X = (a, b, 0) in W,

X =(a,b,0) = a(1,0,0) + b(0,1,0).

So
X € Span{(1,0,0),(0,1,0)}.

Based on how span is defined, a set that is defined as a span is
closed under both vector addition and scalar multiplication.

October 14, 2025 12/75



If S = {Vy, Vo,..., Vk} is any nonempty subset of vectors in R",
then the set Span(S) is a subspace of R".

Remark: If a set, say T = Span(S), is a span, we can call the set of
vectors—S in this case—a “spanning set”

This gives us two ways to check whether a subset is a subspace or to
verify that a subset is a subspace:

1. Use the definition (check that it is nonempty, closed under vector
addition, and closed under scalar multiplication). OR

2. Determine whether the set can be written as a span—e.g., look for
a spanning set.
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Example

Show that the set G defined below is a subspace of R* by finding a

spanning set.
G={(a+b,a—b,3a+2b)|abec R}

ke XY= <o\+\o/ O\_,"\OJ 2o+ 2L D he oy

_Q_LQ(\—LLA‘(‘ OQ Cj Lse WC"‘{’ o L“”:\x{’
| tmali of  Fxed

) C‘DM¥

9( as O~ &\M‘N‘
Sda\\\— ;< Ay O St \0\7
L.

\je,é‘u‘f.
Se \()wcéﬁf\cg o ond

%= Loxh o, b, Bo 282
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I

(0 o,0,37+ (o0,

o ¥l be AT

o (V,), 0,37 « b LV, 07\ 20

\

e Sem 10,037, 4 0,27y

SPOJ\ [.4\‘\,0)’37) 4\.)6)_'\)7‘7}

E\/er> \!eéc-nr N
¢ LN

o e {cre, C,-C, 3ev2
RN G
So G= SCDM I’:L\/\/O/?>z <\,0)4\Jﬁ3}
u
And G 5 o Subsprw ok Ko
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4.2.1 Fundamental Subspaces of a Matrix

We will define four subspaces, two of R™ and two of R”, associated with an
m x n matrix. Collectively, we call these the Fundamental Subspaces of a
Matrix.

Column Space

Let A be an m x n matrix. The subspace of R™ spanned by the
column vectors of A, denoted

CS(A) = Span{Coly(A),...,Cols(A)},

is called the column space of A.

Remark: We can say

“CS(A) is the set of all vectors ¥ € R™ such that AX = y is consistent
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Let A be an m x n matrix. The subspace of R" spanned by the
row vectors of A, denoted

RS(A) = Span{Row1(A),...,Rown(A)},

is called the row space of A.

Remark: There is a geometric interpretation of RS(A), but it will make
more sense after we define another fundamental subspace.
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Example

0 3 1
4 7 5 . .

Let A= 5 _5 _3 | Identify a spanning set for RS(A) and a
5 4 2

spanning set for CS(A).
s ‘\ﬁ'\n_

The s\mp\e:\- SPenntny  saNy ere v

5“6,\_; 0‘(: (o o GO\-l,-w—\V\ Je C&W .
P S()c/v\'\f\s sk L‘" YS(A) e

{3, ™, ¢, e, (2,-5,-3), (5, -4, 23y
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0 3 1

4 7 5
A= 2 5 -3
5 4 2

N\ <ponning S Poe CSUAY ts

{ {o0,4,-2,57, (3 F =S, (1,5,-3. 2%
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Example

Characterize the column and row spaces of the matrix A = [ ; (13 ] .
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CS(A) & RS(A) of A = [

O —
o =
[

4 RS(A)

o =
—

Figure: The row and column spaces of this matrix A are the lines x» = x; and
Xo = 0, respectively.
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A Third Fundamental Subspace

Definition: Null Space

Let Abe an m x n matrix. The null space of A, denoted N (A),
is the set of all solutions of the homogeneous equation AX = 0.

That is, _
N(A)={Xe€ R"|AX =0 }.

» For m x n matrix A, the product AX is only defined if X is in R".

> The null space contains all solutions of the homogeneous
equation AX = Op,.

> To say that i € N(A) means that Aii = 0.
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N(A) = {¥ € R"| AX = 0,,} is the null space of m x n matrix A.

Let Abe an m x n matrix. Then NV(A) is a subspace of R".

Proof: Let A be an m x n matrix. We have to show that (1) A/(A) is not

empty, (2) N(A) is closed under vector addition, and (3) A/(A) is closed under
scalar multiplication.
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Example

Find a spanning set for N'(A) where A = [ ; 8 ] .
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Example

Find a spanning set for V(A7) where A = [ 8 8 ] :
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Interpreting the Fundamental Subspaces

We already have an interpretation of the column space and the
null space. For m x n matrix A

» CS(A)is all y € R™ such that AX = j is consistent, and

> N(A)is all X € R" such that AX = O,

How can we interpret the row space?

\. J

Since the row space and the null space are both subspaces of R", we
can ask how they are related. Let’s remember that the product

AX = (Row;(A) - X, Rowa(A) - %, ..., Rowm(A) - X)
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Question from Exam 1

Let U and V be two vectors in R". Suppose X is a vector in R"
such that X is orthogonal to 4 and X is orthogonal to V. Show that
X is orthogonal to every vector in Span{u, V}.

This result generalizes. That is, if

X-vVy=0, and X-¥b=0, and X-v3=0, ---, and X-Vp,=0
then

X-Z=0
for every vector Z in Span{Vvj, ..., Vn}.
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The Row Space

Suppose X € N (A) for some m x n matrix A. Then AX = 0,,, which
means that

ROW1 (A) X = 0
ROWQ(A) X = 0
ROWm(A) . )? - 0

That is, a vector X € A/(A) is orthogonal to every row vector of A.
Since that means that X is orthogonal to every linear combination of
the row vectors of A, we can say

Every vector in RS(A) is orthogonal to every vector in N (A) and
vice versa.

October 14, 2025
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Orthogonal Complements

Let W be a subspace of R". The orthogonal complement of
W, denoted W, is the set of all X in R" that are orthogonal to all
vectors in W. We can write

W-={XeR"|X-w=0, forall we W}.

The symbol W+ is read “W perp.”

For m x n matrix A, the row space of A is the orthogonal comple-
ment of the null space of A.

RS(A) = N(A)Lt and N(A) = RS(A)..
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N(A) RS(A)

=4 1
o

0]

Figure: The row and null spaces of this matrix A are the lines x> = xy and
Xo = —Xi, respectively. In this case, they are actually perpendicular lines.
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Orthogonal Complements in A3

Figure: A subspace of R® that corresponds to a plane together with its orthogonal complement
corresponding to a line.
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The Fourth Fundamental Subspace

The fourth fundamental subspace of a matrix A is the null space of A’ i.e.,
N (AT). Recall that for a matrix A,

Col;j(A) = Row;(AT) and Row;(A) = Col;(AT).
So this fourth subspace is the orthogonal complement of CS(A).

N(AT)

For m x n matrix A
N(AT) = {)? cR™|ATX = 6,,} .

Equivalently

N(AT)={Xe R"|X-y =0, foreveryy € CS(A)}.
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[ =Y

CS(A) & N(AT) of A = {

O =
| I—

N(AT)

CS(A)

e

Figure: The column space of A and null space of A’ are the lines xo = 0 and
x1 = 0, respectively. These are also perpendicular line.
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Example
Find a spanning set for each of the four fundamental subspaces of the

matrix
1

2 5 4
A=l2 _4 1

-1 |-
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4.3 Bases

Consider the two subspaces of R?:
S1 =Span{(1,0)} and S, = Span{(1,0),(2,0)}.

How are these related?
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Bases

Span{(1,0)} = Span{(1,0), (2,0)}

Note that {(1,0)} is a linearly independent set and {(1,0), (2,0)} is a
linearly dependent set. We might argue that {(1,0)} is a more efficient
spanning set.

Definition of a Basis

Let S be a subspace of R”, and let B = {Uy, ..., Uk} be a subset
of vectors in S. B is a basis of S provided

» B spans S, and
» B is linearly independent.

A basis is a linearly independent spanning set. We can think of a
basis as a minimal spanning set.
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Standard a.k.a. Elementary Basis of R"”

The set £ = {é4, &, ..., €y} of standard unit vectors in R" is called the
standard basis or the elementary basis of R".
For example,

Rz = Span{§1, ég},

R3 = Span{§1, ég, 53},

and so forth.

Elementary bases are easy to work with, but they’re not the only bases
we can work with.
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Example

Show that {(1,1), (1, —1)} is a basis for R.
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Example

Determine whether the set {(1,0,0),(1,1,0),(1,1,1),(0,1,0)} is a
basis for RS.
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Basis for a Null Space

-2 -5 3
Find a basis for N'(A) for A = 4 8 0.
-5 -6 -—-12
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Why are Bases Special?

Coordinate Vectors

Let B = {uUy, Uo, ..., Ux} be an ordered basis of a subspace S of R".
If X is any element of S, then there is exactly one representation (i.e.,
one set of coefficients) of X as a linear combination of elements of B.

Note: Saying the basis is ordered just means that we put them in a particular order
and number them accordingly.
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Definition: Coordinate Vectors

Let S be a subspace of R" and B = {i, ..., Ux} be an ordered basis
of S. For each element X in S, the coordinate vector for X relative to
the basis B is denoted [X];s and is defined to be

[}]B = <C1’027 coog Ck),

where the entries are the coefficients of the representation of X as a
linear combination of the basis elements. That is, the ¢’s are the coef-
ficients in the equation

Y:C1U1+Cgﬁz+~'~+ckﬁk.
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Example

Consider the basis B = {(2,1), (—1,1)}, in the order given, of R2.
Determine

i
>
o
-~
>
I

FNFAN N
—
X4 >
=
.
3
-
>
I
/_\..
8
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B = {<271>7<_171>}
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B = {<271>7<_171>}
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Figure: The coordinate vector [(1,0)]5 = (3, —3%) because the vector we
usually associate with & is 15 — 1b, in the new basis B = {(2,1), (—1,1)}.
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[(-1,-2)ls = (-1,-1)

Figure: The coordinate vector [¥]z = (—1,—1) is obtained by adding —1b;
and —1b». In the standard coordinate system, this would correspond to the
vector X = (—1,-2).
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Change of Basis Matrix

Consider our example B = {(2,1), (—1,1)} for R?. We can create a

matrix B having the basis elements as its columns,
2 —1
5-[2 1]
If [X]s = (cy, cp) for vector X, then

X =c1(2,1) + ca(—1,1) = B[X]

~
lin. combo of columns

B is called a change of basis matrix.
If B happens to be square, we can also get
[)?]B =B 'X.

(This is only relevant when the matrix is square.)

October 14, 2025
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Example

LetC = {(1,1,0),(0,1,0)} be an ordered basis for S = Span(C).
Create a matrix C having the basis elements as its columns. Use the
fact that X = C[X]¢ to evaluate

1. Xif [X]c = (4,2)
2. [U]cif U = (2,-3,0)
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Isomorphic

We might notice that the subspace S = Span{(1,1,0),(0,1,0)} in the
last example is a subspace of R®. But we can equate each element
uniquely with an element of R?, namely its coordinate vector. Since we
can equate the variable change to matrix multiplication the two
operations, vector addition and scalar multiplication, are preserved
when working with coordinate vectors. In fact, for every dand vin S
and scalars ¢ and d, it is true that

[CU + d\7]c = C[U]C + d[\7]c
There is a name for this property.

We say that S is isomorphic to R?.
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4.3.2 Dimension

Suppose S is a subspace of R” and B = {ui,Up,..., U} is
a basis for S that contains k vectors with kK > 1. If T =
{V4,Vo,...,Vpn} is any set of m vectors in S with m > k, then

T is linearly dependent.

Remark: This generalizes the result we had before that a set
containing more vectors than elements in each vector must be linearly
dependent. It says that a set of vectors having more vectors than
elements in a basis for the subspace must be linearly dependent.
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Example

1. If S has a basis B = {Uj, U, U3} with three vectors in it, then
every set of vectors in S with four or more vectors in
automatically linearly dependent.

2. If P has a basis B = {Uy, Uo, Us, U4, Us } With five vectors in it, then
every set of vectors in P with six or more vectors in
automatically linearly dependent.

Let B=1{(1,2,0),(0,1,1)} and S = Span(B). The subset of S,
{(0,3,3),(1,3,1),(2,5,1)}.

must be linearly dependent.
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Dimension Defined

Letn > 2and 1 < k < n. Suppose S is a subspace of R" and
B = {U,...,Ux} is a basis of S. Every basis of S consists of
exactly k vectors.

Definition: Dimension

Let S be a subspace of R". If S = {0,}, then the dimension of
S, written dim(S) is equal to zero. If S contains more than the
zero vector, then the dimension of S, dim(S) = k, where k is the
number of elements in any basis of S.
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The Dimension of R"

Note that for n > 2, £ = {&;, €», ..., €y} is a basis for R". Hence

dim(R") = n.

Example: What is the dimension of A/(A) for
-2 =5 3 -8
A=| 4 8 0 4|2

5 -6 —12 -1
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4.4 Bases for the Column & Row Spaces of a Matrix

Let A be an m x n matrix that is not the zero matrix. Then the
pivot columns of A form a basis for CS(A).

If Aand B are row equivalent matrices, then RS(A) = RS(B).

Let A be an m x n matrix that is not the zero matrix. Then the
nonzero rows of rref(A) form a basis for RS(A).
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Bases for Fundamental Subspaces
Given m x n matrix A that is not the zero matrix:
> Setup [A| Om] and row reduce to [rref(A) | Op)].

» Identify the pivot columns from rref(A) and use those pivot
columns to form a basis for CS(A).

> Take the nonzero rows of rref(A) to form a basis for RS(A).

> Use rref(A) to deduce the relationship between basic and free
variables, and use lhe factoring process to obtain a basis for
N(A). If N(A) = {0,}, then N'(A) doesn’t have a basis.

> If a basis for V(A7) is desired, use [rref(AT) | 05] and the
factoring process to obtain a basis.
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Find Bases & Dimensions of RS(A), CS(A) and N (A)

2 6 0 -2 -4
3 1 —4 —17

A:—1—3—1417
6 1 0 1
1300 2|0

- 0010 -3|0

Al 0] = 0001 4|0
0000 0|0
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Row Operations & Linear Dependence Relations

» Elementary row operations preserve linear dependence
relations between columns but change the column space.

» Elementary row operations preserve the row space but
change linear dependence relations between the rows.

Important Observations
» The basis elements for the column space come from A not from
rref(A).
» The basis elements for the row space come from rref(A) not from
A.

» The method we’ve been using all along to characterize solutions
to AX = O, gives us a basis for the null space.
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4.5 The Fundamental Theorem of Linear Algebra

For m x n matrix A,

dim(CS(A)) = the number of pivot columns of A.

dim(N(A)) = the number of non-pivot columns of A.

dim(RS(A)) = the number of pivot columns of A.

QOctober 14, 2025
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Rank & Nullity

Definition: Rank

The rank of a matrix A, denoted rank(A), is the dimension of the
column space of A.

We also have a special name for the dimension of the null space of a
matrix. We call this the nullity.

Definition: Nullity

The nullity of a matrix A, denoted nullity(A), is the dimension of
the null space of A.
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The Fundamental Theorem of Linear Algebra

Let Abe an m x n matrix. Then

1. rank(A) = dim(CS(A)) = dim(RS(A)).

2. rank(A) + nullity(A) = n.

3. Every vector X in RS(A) is orthogonal to every vector y in
N(A), and similarly, every vector U in CS(A) is orthogonal to
every vector v in N'(AT).

Part 2. of the FTLA is often called the rank-nullity theorem. It follows
from the observation that
the number of pivot columns of A
+ the number of non-pivot columns of A
= the total number of columns of A.
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Example

Suppose Ais a 12 x 20 matrix.

1. If rank(A) = 9, how many free variables are there for AX = 01,?

2. If rref(A) has seven nonzero rows, what is nullity(AT)?
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Example

13 10 2
LetB=| 2 2 -2 4 0 |.Findthe rank and nullity of B.
31 -5 8 1
rank(B) = and nullity(B) =
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