
October 1 Math 3260 sec. 51 Fall 2025
3.8 Matrix Equations

We’ll consider two types of matrix equations.

Matrix-Vector Equation

Ax⃗ = y⃗

The matrix A and the vector y⃗ are known. The variable to be
solved for is the vector x⃗ .

Matrix-Matrix Equation

AX = Y

The matrices A and Y are known. The variable to be solved for
is the matrix X .
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Theorem

Suppose that A is an m × n matrix and that y⃗ is a vector in Rm and
consider the matrix–vector equation

Ax⃗ = y⃗ .

Let Â be the augmented matrix Â =
[

A
∣∣ y⃗

]
.

1. If the rightmost column of Â is a pivot column of Â, then Ax⃗ = y⃗ is
inconsistent.

2. If the rightmost column of Â is not a pivot column of Â, then
Ax⃗ = y⃗ is consistent.

Moreover, if Ax⃗ = y⃗ is consistent then

1. If every column of A is a pivot column of A, then Ax⃗ = y⃗ has a
unique solution.

2. If at least one column of A is not a pivot column of A, then Ax⃗ = y⃗
has infinitely many solutions.

September 30, 2025 2 / 43



Example
Find the solution set of the equation Ax⃗ = y⃗ where

A =

 2 1 1
−1 −2 1

3 4 −1

 and y⃗ = ⟨5,2,0⟩.

An rref in Wolfram Alpha
September 30, 2025 3 / 43

https://www.wolframalpha.com/input?i=rref+%7B%7B2%2C+1%2C+1%2C+5%7D%2C%7B-1%2C+-2%2C+1%2C+2%7D%2C%7B3%2C+4%2C+-1%2C+0%7D%7D
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rref
([

A | y⃗
])

Consider the equations Ax⃗ = y⃗ , where A =

 2 1 1
−1 −2 1

3 4 −1

 and

where (a) y⃗ = ⟨5,2,0⟩ or (b) y⃗ = ⟨2,1,2⟩.

(a)
[
A | y⃗

]
=

 2 1 1 5
−1 −2 1 2

3 4 −1 0

 rref−→

 1 0 1 4
0 1 −1 −3
0 0 0 0



(b)
[
A | y⃗

]
=

 2 1 1 2
−1 −2 1 1

3 4 −1 2

 rref−→

 1 0 1 0
0 1 −1 0
0 0 0 1


Note that the first three columns of rref

([
A | y⃗

])
are the same despite

the different augmented column. That part is actually rref(A).
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rref
([

A | y⃗
])

If A is an m × n matrix and y⃗ is a vector in Rm, then

rref
([

A | y⃗
])

=
[
rref(A) | z⃗

]
where z⃗ is some vector in Rm that depends on A and y⃗ .

For this example, we have

rref(A) =

 1 0 1
0 1 −1
0 0 0

 .

Since A has a ROW with no pivot position, the right most column of[
A | y⃗

]
might or might not be a pivot column. It will depend on y⃗ .
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Example

Let A =

 1 2 1 3
1 −1 4 2
1 0 3 2

. Find rref(A). What can be said about the

equation Ax⃗ = y⃗ for arbitrary vector y⃗ in R3?
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Observation about rref
([

A
∣∣ y⃗

])
The matrix vector equation 1 2 1 3

1 −1 4 2
1 0 3 2

 x⃗ = y⃗

will have

rref
([

A | y⃗
])

=
[
rref(A) | z⃗

]
=

 1 0 3 0 z1
0 1 −1 0 z2
0 0 0 1 z3


Since A has a pivot position in every ROW, that right most column
can’t be a pivot column, no matter what vector y⃗ we start with.
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Theorem

Suppose that A is an m×n matrix and consider the family of all matrix–
vector equations of the form Ax⃗ = y⃗ .

1. If A has a pivot in every row, then Ax⃗ = y⃗ is consistent for any
choice of the vector y⃗ in Rm.

2. If A does not have a pivot in every row, then there are some
vectors y⃗ in Rm for which Ax⃗ = y⃗ is consistent and there are also
some vectors y⃗ in Rm for which Ax⃗ = y⃗ is inconsistent.

Moreover, if y⃗ is a vector such that Ax⃗ = y⃗ is consistent then

1. If every column of A is a pivot column of A, then Ax⃗ = y⃗ has a
unique solution.

2. If at least one column of A is not a pivot column of A, then Ax⃗ = y⃗
has infinitely many solutions.

Remark: Note that this whole theorem is about A, not about any particular
augmented matrix.
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Key Corollary

If the matrix A happens to be n × n (i.e., square), this theorem has
critical implications for the system Ax⃗ = y⃗ .

Square Matrix Case

Suppose A is an n × n matrix, and consider the family of equations
Ax⃗ = y⃗ .

1. If rref(A) = In, then Ax⃗ = y⃗ has a unique solution for any choice
of the vector y⃗ in Rn.

2. If rref (A) ̸= In, then there are some vectors y⃗ in Rn for which
Ax⃗ = y⃗ is consistent and there are also some vectors y⃗ in Rn for
which Ax⃗ = y⃗ is inconsistent. If Ax⃗ = y⃗ is consistent, then it has
infinitely many solutions.
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Example
Suppose A and B are 10 × 10 matrices, rref(A) = I10 and rref(B) ̸= I10.
What can be said about the homogeneous equations

Ax⃗ = 0⃗10 and Bx⃗ = 0⃗10
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Matrix Equation AX = Y
Suppose A is a given m × n matrix and Y is a known m × p matrix. We
can consider the equation

AX = Y

where X is an n × p variable matrix.

Note that for i = 1, . . . ,p

Coli(AX ) = Coli(Y ).

Since Coli(AX ) = AColi(X ), we can consider AX = Y as a system of
matrix-vector equations

AColi(X ) = Coli(Y )︸ ︷︷ ︸
Ax⃗=y⃗

.
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Solutions AX = Y

Let A be m × n, X be n × p and Y be m × p. We’ll say that

▶ AX = Y is consistent provided each of the p equations
AColi(X ) = Coli(Y ) is consistent,

▶ AX = Y is inconsistent if at least one of the equations
AColi(X ) = Coli(Y ) is inconsistent.

Moreover, if AX = Y is consistent, then AX = Y has a unique
solution if and only if each of the p equations AColi(X ) = Coli(Y )
has a unique solution
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Multiply-Augmented Matrices AX = Y

We can study this system of matrix-vector equations using a
multiply-augmented matrix. We’ll let Â be the m × (n + p) matrix

Â =
[
A | Y

]
.

We’ll restrict our attention to the case that A and Y are n × n matrices.
In this case, Â will be an n × 2n matrix. Letting

Â =
[
A | Y

]
,

we find that
rref

(
Â
)
=

[
rref(A) | Z

]
,

where Z is some matrix that depends on A and Y .
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Example

Let A =

[
−1 −2

0 1

]
and Y =

[
−1 1
−2 1

]
. Set up the 2 × 4

augmented matrix
[
A | Y

]
and find its rref.
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Theorem

Suppose that A and Y are both n × n (square) matrices and consider
the matrix equation AX = Y . Let

Â =
[

A
∣∣ Y

]
be the n× (2n) multiply-augmented matrix that corresponds to this ma-
trix equation.

1. If rref (A) = In, then AX = Y has a unique solution. Furthermore

rref
(

Â
)
=

[
In

∣∣ X
]

where X is the unique solution of AX = Y .

2. If rref (A) ̸= In, then AX = Y is either inconsistent or has infinitely
many solutions.

Remark: If any of the n rightmost columns of Â is a pivot column, then
AX = Y is inconsistent.
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Example
Solve the matrix equation AX = Y or show that it is inconsistent.

(a) A =

[
−1 −2

0 1

]
and Y =

[
−1 1
−2 1

]
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Example
Solve the matrix equation AX = Y or show that it is inconsistent.

(b) A =

[
2 −5

−1 3

]
, and Y = I2
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Example
Solve the matrix equation AX = Y or show that it is inconsistent.

(c) A =

[
2 3

−4 −6

]
, and Y = I2

September 30, 2025 20 / 43



September 30, 2025 21 / 43

A couple of things to note : 
(1) We don't have to check rref(A) before we set
up [A|Y]. We'll know whether rref(A) = I n by 
doing the row reduction on [A|Y].

(2) If we get a row with all zero on the left
side of the bar but with something nonzero on 
the right side of the bar, we don't have 
to keep doing row operations. We'll already
know that rref(A) = I n and that the equation is
 not consistent.


