Statistics and graphing for understanding Labs:
www.graphpad.com/quickcals/ttest1.cfm
· Lab -Measurement: mass, density and volume

· Lab- Module capstone ( leaves eg pine needle): find t-test and p values to either reject or accept your hypothesis.
· Lab- statistics & graphing: Tables given end of Measurement is meant for Statistic and Graphing for first 4 of the example (amphibians, fish etc..)

The t tests
· Student" (real name: W. S. Gossett [1876-1937]) developed statistical methods to solve problems stemming from his employment in a brewery.
· Previously we have considered how to test the null hypothesis (Ho) that there is no difference between the mean of a sample and the population mean, and no difference between the means of two samples.

· With small samples, where more chance variation must be allowed for, these ratios are not entirely accurate because the uncertainty in estimating the standard error has been ignored. The t test is also called as the "Student" so that it is sometimes known as Student's t test. 

· Could both samples have been taken from the same population? 
Are two sets of data really different?
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·  Paired observations are made on two samples (or in succession on one sample). 
· What is the significance of the difference between the means of the two sets of observations? 

· In each case the problem is essentially the same - namely, to establish multiples of standard errors to which probabilities can be attached.

·  These multiples are the number of times a difference can be divided by its standard error. 

Example:

Number of observations 
18

Mean 
115 
Standard deviation 
12 
Standard error of mean 
(SEM)

SEM =                             SD 

            ---------------------------------------------
          Square root of sample size (No of Entries) 

· Student t- test  is equal to P value which is the significance between the two distribution.
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· P = Probability of observing a difference which lies between  0-1. If p is small difference is negligent.

· Then the null hypothesis (Ho) applies when there is no difference in the means of the two distributions.

· The Student-t test is the most sensitive test for interval data, but it also requires the most stringent assumptions.
· H0:
Both populations have identical mean values. That is, the difference between the means is zero. 

· To report the variety of possible outcomes: from means not "significantly" different to means in fact "significantly" different, the probability that the difference is do to chance is reported. Reject the null hypothesis if P is "small".

· Very often the two samples to be compared are not randomly selected: the second sample is the same as the first after some treatment has been applied.
Example

· Cedar-apple rust is a (non-fatal) disease that affects apple trees.

·  Its most obvious symptom is rust-colored spots on apple leaves.

· Red cedar trees are the immediate source of the fungus that infects the apple trees. 

· If you could remove all red cedar trees within a few miles of the orchard, you should eliminate the problem.

·  In the first year of this experiment the number of affected leaves on 8 trees was counted; the following winter all red cedar trees within 100 yards of the orchard were removed and the following year the same trees were examined for affected leaves. The results are recorded below:

Number of rusted Tree leave:
            Year 1            Year 2          number      of rusted 

                                                      difference:                                                                                        
  1            38                   32                6

  2            10                   16               -6

  3            84                   57               27

  4            36                   28                8

  5            50                   55               -5

  6            35                   12               23

  7            73                   61               12

  8            48                   29               19

average        46.8                 36.2             10.5

standard dev   23                   19               12

· As you can see there is substantial natural variation in the number of affected leaves.

· However, if we focus on the difference we find that the average difference is significantly different from zero. 

Example

· Make sure you understand the concepts of experimental error and single variable statistics before you go through this part.

·  Leaves were collected from wax-leaf ligustrum grown in shade and in full sun. 

· The thickness in micrometers of the palisade layer was recorded for each type of leaf.

·  Thicknesses of 7 sun leaves were reported as: 150, 100, 210, 300, 200, 210, and 300, respectively. T

· Thicknesses of 7 shade leaves were reported as 120, 125, 160, 130, 200, 170, and 200, respectively. 

· The mean ± standard deviation for sun leaves was 210 ± 73 micrometers and for shade leaves it was158 ± 34 micrometers. 

· Note that since all data were rounded to the nearest micrometer, it is inappropriate to include decimal places in either the mean or standard deviation.

· For the t test for independent samples you do not have to have the same number of data points in each group. 

· We have to assume that the population follows a normal distribution (small samples have more scatter and follow what is called a t distribution). 

· Corrections can be made for groups that do not show a normal distribution (skewed samples, for example - note that the word 'skew' has a specific statistical meaning, so don't use it as a synonym for 'messed up').

· The t test can be performed knowing just the means, standard deviation, and number of data points. 
· Note that the raw data must be used for the t test or any statistical test, for that matter.

·  If you record only means in your notebook, you lose a great deal of information and usually render your work invalid.

·  The two sample t test yields a statistic t, in which

· X-bar, of course, is the sample mean, and s is the sample standard deviation.

· Note that the numerator of the formula is the difference between means. 

· The denominator is a measurement of experimental error in the two groups combined. 

· The wider the difference between means, the more confident you are in the data.

· The more experimental error you have, the less confident you are in the data. 

· Thus the higher the value of t, the greater the confidence that there is a difference.
Types of T-test:
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